Chapter 1

Introduction

This chapter gives a brief introduction to the self-assgrabamphiphilic molecules and the exper-
imental techniques used to identify their organizationqoneous solutions. Section 1.1 describes
the thermodynamics of self-assembly of amphiphilic mollesu Their general phase behaviour
is discussed in section 1.2. In the next section, fiieces of various additives on their phase be-
haviour is outlined. Section 2 contains the basic theory-ydiffraction and a brief description
of the experimental set up used for studying lyotropic lkibaiystalline phases. The principles of
polarizing optical microscopy is discussed in section 3e Tharacterization of @erent liquid
crystalline phases using optical polarizing microscopy amay ditraction is described in the last

section.

1.1 Amphiphiles

Amphiphilic molecules are made up of two parts of opposintyrea one is a hydrophilic part
referred to as the ‘head’ group and other is a hydrophobit geoup. The non-polar tail part
is usually a long hydrocarbon chain which is covalentlycted to the polar head group. Am-
phiphilic molecules are classified depending on the natlitee head groups. The head groups
of ionic amphiphiles dissociate in aqueous solutions armpliae an electric charge. For exam-
ple, cetyltrimethylammonium bromide (CTAB) is a cationirfactant and sodium dodecylsulfate
(SDS) is an anionic surfactant (Fig. 1.1). The nonionicattdnin-dodecyl tetra (ethylene oxide)
(C12E4) does not contain any charge but its head group is polar (F&BA). There is another kind

of amphiphilic molecules which is known as zwitterionic. eThead groups of these molecules

1



Br.  CH3 SOzN&
CI—b—(CH2)15—N+\—CI-b CHs —(CHp), 1 o’
CHj
A B

Figure 1.1: Chemical structure of (A) cationic surfactaetyttrimethylammonium bromide
(CTAB) and (B) anionic surfactant sodium dodecylsulfate.

acquire a dipole moment in aqueous solutions. Dipalmitbglgphatidylcholine (DPPC) is an ex-
ample of such an amphiphile (Fig. 1.2B). Synthetic amphigphiolecules are often referred to as
surfactants ( short for surface active agents), whereahigimfes of biological origin are called
lipids.

Strongly hydrated ions and zwitterions have high waterlsibty and repel each other strongly
in water. These molecules along with some uncharged andrev@ipolar molecules with right
geometry and containing electronegative atoms capablssafcaating with the hydrogen bond
network of water are known as hydrophilic molecules. Theséenules have thefiect of disor-
dering the water molecules around them which ultimatelyaases the entropy of the system and
favours the molecules to be in contact with water [1]. Theranother category of molecules ,
that includes hydrocarbons and fluorocarbons, which doiketd be in contact with water and
are known as hydrophobic molecules. The water moleculegd¢msuch nonpolar molecule form
a ‘cage’ around it. In bulk liquid each water molecule on arrage forms 3.0 to 3.5 H bonds
with neighboring molecules, whereas in the cage-like stinecthe number of H bonds is higher
(~ 4). These water molecules, therefore, are more orderedttiveae in the bulk liquid. Thus
the reorientation or restructuring of the water moleculkesiad the nonpolar molecule is entrop-
ically unfavourable. Although the origin of hydrophobicis still under debate, the explanation
mentioned above is the one commonly discussed in the litergt, 2].

There are many industrial applications of amphiphilic neales among which their use for
cleansing (soaps and detergents) is one of the oldest [8)y ate very important in cosmetics and
oil industry. Viscoelastic solutions of amphiphiles aralely used as lubricants. Their potential
use in pharmaceutical industry for drug delivery has atéea lot of attention recently. Stacks of

layers of these molecules, called Langmuir-Blodgett filans,important in developing new optical
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Figure 1.2: Chemical structure of (A) nonionic surfactarttodecyl tetra (ethylene oxidel{,E,)
and (B) zwitterionic lipid dipalmitoyl phosphatidylchak (DPPC).
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Figure 1.3: Schematic of reversible monomer-micelle tloetymamic equilibrium. The black
circles and the curved lines are surfactant ‘heads’ ani$"tagspectively.

and electronic devices. The bilayer structure of biololgieambranes in living cells has inspired
many biophysicists to study bilayers of simple amphiphiticlecules as model membranes. The
recent development of nanotechnology has again expandedigid of application. For example,
various liquid crystalline phases exhibited by these mdkxhave been used as templates for the
synthesis of mesoporous materials and nano particles. $bthese phases have also been used

for protein crystallization [4] and as substrates for NMRdst of biomolecules.

1.1.1 Self assembly of amphiphilic molecules

At very low concentrations amphiphiles are found to form anolayer at the air-water interface.

In these layers the hydrophilic part of the molecules gethared to the water surface whereas



the hydrophobic part stays away from water. On increasiagtncentration the monolayer gets
saturated and the amphiphiles form aggregates in wateh, that their hydrophobic parts are
screened from the water molecules by their hydrophilicgpaithis phenomenon is referred to
as self-assembly and the aggregates formed are calledlesicelhe amphiphile concentration
at which self-assembly occurs is called the critical maretioncentration (CMC). Below CMC
the amphiphiles are dispersed in water as monomers, whabeas CMC micelles coexist with
monomers. Not all amphiphiles form micelles; this is duentyato their inability to pack into
aggregates where their hydrophobic parts afgécently screened from water.

The phenomenon of self-assembly can be understood usingdmscepts of thermodynam-
ics of ideal solutions. Since CMC is typically of the orderroM or lower, the system can be
considered as a multicomponent ideal solution, where ggdgs of a given size constitutes one
component. The size of an aggregate can be specified in tdramsaggregation number, which
is the number of amphiphiles in the aggregate. Thermodymanuilibrium requires amphiphile
in the solution to have same chemical potential (Fig. 1t3)ak two contributions: first one is the
reference chemical potential arising from the mean intevadree energy per moleculgg) and
the other one comes from the entropy of mixing. Therefore,aterage chemical potential per

amphiphile in an N-mer can be written as [1, 3],

Xn

kgT
0 B
un = py + —log— 1.1

whereuy is the mean chemical potential of an amphiphile in an agdeegfaaggregation number
N andXy the concentration of amphiphiles in such aggregdigs the Boltzmann constant. From

the conservation relation for the total amphiphile concrdn (X),

D X=X (1.2)
N

Equatinguy to u; we get,

Xy = N{Xaexpl(uf - pR)/ke T (1.3)
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Figure 1.4: Monomer and aggregate concentrations as daduarafttotal amphiphile concentration.

From this equation, it follows that aggregation takes plaben the energy per amphiphile in the
aggregate is less than that of a monomer j®. < ,u‘l). When the monomer concentratidf is
very low, such thaX,exp[(u9 — 1)/ksT] is much less than unity, we havg >> X, >> Xs, etc.
Thus, all the amphiphiles will be in the monomer form in thikigk regime. As the amphiphile
concentratiorX is increased, the above equation indicates ¥aakeaches a saturation value less
than unity; elseXy will grow without bound for large N, and the condition thét= Xy Xy << 1

(dilute solution) cannot be satisfied. This limiting valdexXa is given by,

X, = expl~(2 - 1) /keT]. (1.4)

This maximum monomer concentration can be identified as tiiead micellar concentration
(CMC) and further increase iK leads to the formation of aggregates (Fig. 1.4). For example
CMC of CTAB ~103M, whereas for the lipid DPPC it is101?2M. There are many factors
which influence the value of CMC, such as the length of the dwyaltbon chain of the amphiphile,

temperature, pressure and added salts [5].

1.1.2 Shape of aggregates

The micelles formed by many of the amphiphiles just above CME spherical in shape. At

slightly higher concentrations threeffdirent shapes are usually observed- spheres, cylinders and



p = V/(alc) shape aggregate
<1/3 cone spherical micelle
1/3-1/2 truncated cone cylindrical micelle
~1 cylinder planer bilayer
>1 inverted truncated cong inverted micelle

Table 1.1: The packing parameter antfelient aggregates of amphiphilic molecules.

bilayers. These shapes in very dilute solutions, where-mieellar interactions are negligible,
can be interpreted in terms of the geometrical shape of ttieidual molecules. Theacking

parameter or shape parameter of an amphiphile can be defined as,

_ Vv
aolc

wherea, is the optimal head group areathe hydrocarbon chain volume ahdhe chain length.

p (1.5)

For p < 1/3, the molecules have a conical shape, which would force giggegate to have a
spherical shape. For other values of this parameter (Tab)ethe molecules can form cylindrical
micelles, planer bilayer or inverted micelles (Fig. 1.5hwéver the aggregate structure of a given
amphiphile is a function of temperature and of the solutionditions, such as ionic strength and
concentration.

In the case of a spherical micelle the local environment lofh@ amphiphiles is similar, and
the radius of the micelle is determined by the length of thérbgarbon chain of the amphiphile.
This results in the aggregates being almost monodispeitbeinsize distribution. The radius of
a cylindrical micelle is again set by the length of the ampiig These cylindrical micelles have
hemispherical end-caps, which cost additional energy @ater This end-cap energy is clearly
independent of the length of the cylinder. The length distiion of cylindrical micelles is deter-
mined by the competition between entropy, which would fanshorter and hence larger number
of micelles, and end-cap energy, which would favour longerfzence smaller number of micelles.
Since the end-cap energy is independent of the length ofyiiveder, this results in a very broad
length distribution of these micelles. Disc-like micelfge generally unstable and coalesce to form

an infinite bilayer in order to decrease the edge energy,wdepends on the perimeter of the disc.



Figure 1.5: Various self assembled structures of amphghiblecules : (A) spherical micelle,
(B) cylindrical micelle, (C) vesicle, (D) bilayer and (E)vierted micelle. In all these structures,
the molecules expose their hydrophilic head group to watdrshield their hydrophobic tail from
water.

Under certain circumstances, a bilayer can curl up and féosed shell vesicles. Some dilute am-
phiphilic systems are known to produce fairly monodisp&esecles, whose origin is still not well
understood. Although disc-like micelles are in generatainle, stable micelles of this type are
found in some amphiphilic systems. Very often these #liectvely binary amphiphilic systems,

and the disc-like aggregates are stabilized by a partiadelsaparation of the two components

within each micelle.

1.1.3 Phase behaviour of amphiphilic molecules

Just above CMC amphiphiles in general form an isotropiceadispn of spherical micelles. On
increasing the concentration single-chained surfactsunt® as CTAB shows a transition from
spherical to cylindrical micelles, which are randomly disited both in position and orienta-
tion. At higher concentrations, these cylindrical micgliright exhibit a nematic (N) phase with
long-range orientational order and short-range positiorger [6, 7]. The direction of preferred
orientation is denoted by a unit vector called the ‘nemaiieador’ (Fig. 1.6A). At still higher

concentrations the cylindrical micelles arrange on a twoatisional (2-D) hexagonal lattice, with

their long axes normal to the plane of the lattice (Fig. 1.@R)ch a hexagonal phase, jhk usu-



ally observed over a wide range of surfactant concentrg#oB80 — 60 wt%). Further increase
of concentration transforms the hexagonal phase to a langlasel(,), consisting of a periodic
stack of bilayers (Fig. 1.6C). This phase can be looked ataealimensional (1-D) lattice of bi-
layers, with liquid-like positional ordering of the moldea within the bilayers. Further increase of
concentration in some systems leads to a hexagonal phaseupad inverse cylindrical micelles
(Hi1). The general phase behaviour of surfactant-water systechiematically illustrated in figure
1.7. TheKraft temperature shown in the figure is the temperature below which the ampleijh

in the crystalline phase and is insoluble in water.

Double-chained lipids, such as DPPC, form only bilayersllatancentrations. Hence these
amphiphiles exhibit only lamellar phases. In these systbmfluidL, phase forms above a chain
melting transition temperature, above which the hydrogarthains of the lipids are in a molten
state. At lower temperatures a lamellar ‘gel’ phase is fatnvehere the hydrocarbon chains are
mainly in the alltrans conformation and arranged on a 2-D lattice within each leitaifowever,
the lattices in adjacent bilayers are not correlated.

The nematic, hexagonal and lamellar phases described &lbweesymmetry properties inter-
mediate between those of an isotropic liquid and a crystal, are known as liquid crystalline
phases or mesophases [6]. The liquid crystalline phasespi@hiles are referred to as lyotropic
liquid crystals, since they form in the presence of a solvanquid crystalline phases are also
exhibited by some molecular crystals on heating; theseedieered to as thermotropic liquid crys-
tals. It should be noted that lyotropic systems may alsolgixphase transitions on changing the
temperature.

The sequence of phases of aphiphilic-water system descib@ve - isotropic, hexagonal and
lamellar - has been well known for many years. Detailed phisgram studies have more re-
cently shown that a variety of phases can occur over a ratireown composition range between
the hexagonal and lamellar phases. The transition from-bé2xagonal to 1-D lamellar phase
is accompanied by a change from cylindrical micelles witsifpee interfacial curvature to bi-
layers with zero interfacial curvature. Frequently bidgoabus cubic phases, which are optically

isotropic, have been identified between the hexagonal an€lllar phases [8, 9, 10]. In this phase



Figure 1.6: Schematics of various lyotropic liquid crybited phases: (A) nematic phase of rod-like
micelles (\;), (B) 2-D hexagonal phase (Hand (C) lamellar phasé.().
the amphiphiles form a bilayer that spans the entire samplehwseparates two interpenetrating
water regions. The mid-plane of the bilayer describes amahsurface with vanishing mean cur-
vature at each point. In addition, some birefringent phasgs also been occasionally observed in
this composition range and are known as ‘intermediate ghfl® 11, 12]. Ribbon phases are the
most comprehensively studied intermediate phases whecihmade up of long flat ribbons with an
aspect ratio ok 0.5. They are found to arrange on 2-D lattices of oblique oramgular symme-
try. There are other intermeditae phases with layered ntegttgre. Two types of mesh phases
have been identified. The random mesh phase is a lamellag phbhsre each layer is a mesh-like
aggregate; there are no positional correlations of thdanestructure across the layers. In the
intermediate ordered mesh phase the mesh-like layersaaieest in a regular fashion, so that this
phase is described by a three dimensional (3-D) lattice.stesy has been reported, which shows
a cubic phase corresponding to space gr@ad on heating and a mesh phase with rhombohedral
symmetry R§m) on cooling over a narrow composition range between theduna and lamellar
phases [13].

Hyde has constructed a catalogue of surfaces that can atsurfactant-water systems based
on some general considerations [14, 15]. He has also clbs$ifem according to their topology
and has related the global interfacial geometry to the lowakcular shape described by the pa-

rametemp = v/agl, discussed earlier. According to this model, mesh-likeegates (Fig. 1.8A) are
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Figure 1.7: Typical phase diagram of an amphiphile-watetesy.

preferred for 12 < p < 2/3, whereas infinite periodic minimal surfaces (Fig. 1.8Bjyesponding
to bicontinuous cubic phases can be obtained for higheesaltip.

Holmes and his co-workers have studied various bicontiaw intermediate mesh phases
in nonionic surfactant systems. For tBgEO,, surfactants, it is observed that the shorter homo-
logue fi ~ 12) forms bicontinuous cubic phase between the hexagoddeamellar phases [16].
On increasing the chain length the cubic phase appearsalyéry narrow range of surfactant
concentration. Here a lamellar phase with water filled cumeadefects is found over an extensive
region between hexagonal and lamellar phases [12, 17]hé&iuricrease of chain length ¢ 30)
completely replaces the cubic phase by a mesh phase [18]stfinures of both these bicon-
tinuous and mesh phases are consistent with the theorptexdictions of Hyde discussed above.
However the theory does not explain the role of chain lengttietermining the structure. It has
been conjectured that the increase in micellar curvatuestdan increase in the head group size
gives rise to the cubic phase, whereas the decrease in tialilgxf the aggregate due to an in-
crease in the chain length induces the intermediate mesepfie bicontinuous cubic phase may
have diterent symmetry corresponding tafeérent space groups , suchlasd, Pn3m andlm3m

[19]. On the other hand, most frequently observed mesh ghesee two dierent structures: one
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consists of a 2-D square mesh where four rods meet at eachpudg the other is a hexagonal

mesh, where three rods meet at each nodal point.

1.1.4 Influence of additives on the phase behaviour @mphiphile-water sys-
tems

The physical properties of amphiphile-water systems ang sensitive to the nature of additives.
The most common additives in ionic amphiphilic systems apgganic salts, such as NaCl and
KBr. The addition ofKBr to a dilute solution of the cationic surfactant, CTAB, makas cylin-
drical micelles to elongate into very long worm-like mi@sl There have been many studies of
the dramatic changes in the viscoelastic properties of systems due to the entanglement of
the worm-like micelles [20, 21]. These systems have vergragting similarities with polymer
solutions and have been the subject of many theoreticalxgretienental investigations [22]. It is
observed that organic salts are highfii@ent in promoting such micellar growth at significantly
low salt concentrations. The addition of sodium salisy{&®) to a CTAB solution has been shown
to result in entangled worm-like micelles, with the pemsngte length ( which is the length scale
over which the micelle can be treated as rigid) ranging fr@® tb 200nm. Similar observations
have also been reported in the anionic surfactant sodiuraaytglilfate (SDS) in the presence of
p-toluidine hydrochloride (PTHC) [23]. The growth of the railes in the presence of these salts
can be attributed to a decrease in the end-cap energy of tedlesi; the system reacts by reducing
the number of end caps, and hence by increasing the averagé l&f the micelles. The addition
of a salt, such as SS, to CTAB introduces a new counterionhi®rcationic amphiphile. Since
the salicylate ion is hydrophobic in nature, it will have adency to bind strongly to the micelle.
NMR studies have shown similar counterions to bind strongyne surface of surfactant micelles
by inserting their hydrophobic moiety into the hydrocarbvegion of the micelle [23, 24] (Fig.
1.9). One extreme limit of an embedded counterion is an ampsharged surfactant. Aqueous
solutions of mixtures of anionic and cationic surfactants known to show interesting proper-
ties, such as low critical micellar concentration (CMCQylisurface activity, formation of liquid

crystalline phases at higher water content and spontarfencuation of vesicles [25, 26, 27, 28].
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Figure 1.8: Schematic of (A) an ordered mesh phase and (B@ntiauous cubic phase, respec-
tively.

However, almost all these investigations have been confinatilute solutions with surfactant
concentrationg 5 wt%.

The bending rigidity £) of lipid bilayers is typically an order of magnitude largiésan the
thermal energkgT. It is well known that by using short chain alcohols as a cdastant« can
be made comparable f@T. Alcohols are also known to induce worm-like micelles in goam-
phiphilic systems. Simple inorganic salts have strong arfee on interbilayer interactions both in
neutral and charged lipid systems [29]. The swollen lamglrease of neutral amphiphiles, with
intermembrane spacings100 nm, is found to be stabilized by thermal undulations efliliay-
ers. The addition of a trace of ionic surfactant to such aesysuppresses the thermal undulations
leading to a substantial reduction in the lamellar peribgii80]. Addition of small hydropho-
bic molecules to didodecyldimethylammonium bromide (DDARSs been shown to induce cubic
phases corresponding tafi@irent space groups [19]. In all these cases, the interagfgragerac-

tions and the aggregate flexibility arfected by the presence of such additives.
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Figure 1.9: Schematic of the orientation of an organic cexioh at the micellar surface [24].

1.2 X-ray diffraction
1.2.1 Theory of x-ray diffraction

X-rays are electromagnetic radiation with wave length einge € 0.1 - 100 A) lying between
ultraviolet (UV) and gamma radiation. The oscillating efexfield of this radiation exerts a force
on the electrons of the atom in the scattering medium. Adngrtb classical electromagnetic
theory, these accelerated charges radiate. This scatstedion, which has the same frequency
as the incident radiation, spreads out in all directionsnfthe atom in the form of a spherical
wave. The scattered radiation from thé&eient atoms interfere to produce thédiction pattern,
which, therefore, depends on the electron density didtdbun the scattering medium [31].
Consider a monochromatic planar wave incident on a poitteses, such as an electron, sitting

at the origin. It can be expressed as [32],

Ojp = Do’ (1.6)

whered, is the amplitude of the plane wave akydts wave vector. The amplitude of the scattered

spherical wave at a distan&ecan be written as,

_ DA
R

whereA is the ‘scattering length’, which determines the strendtisaattering. Now consider

Oy kR (1.7)

another electron at a distancdérom the first one (Fig. 1.10). The phasdfdience between the
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rays scattered by the two electrons can be express&:l—déx.r*wherel? is the wave vector in the
direction of scatteringd = K — ky is known as the scattering vector and its magnitude is giyen b
Iq) = (4nsing)/A, where 2 is the scattering angle betwekmndk,. The amplitude of the scattered

wave atR (>> r) where the scattered rays can be treated as parallel is lgwen

Dy, = q)—F';""é(kR-fff’) (1.8)

For an assembly dfl scatterers af (i = 1,2,3,. . . N), the above expression can be summed up

to get the total amplitude of the scattered beam.

N

Doa . -

Oy = I;aékRE et (1.9)
i=1

For a material of electron densig§r) = >, 6(F — r7), the above equation can be modified to,

Doa | -
Dy = F‘f‘ékR f o(Ae 4 dr (1.10)

This expression shows that the amplitude of the scattered isgroportional to the Fourier trans-
form of the electron density function of the scattering noeai The expression is derived based on
the assumption that multiple scattering from the mediunegligible. The intensity of scattered

radiation is the square of its amplitude and hence is given by

d.a
R

(@) = |Pof” = |—=—€*R f p(Re 47 dr? (1.11)

In the following chapters of this thesis x-rayfllaction technique has been used to identify
various lyotropic liquid crystalline phases. For such péic structures, the electron densitfy)
can be written as the convolution of a lattice functjg(r), describing the periodic lattice, and a

basis function,(F), describing the electron density within each unit cell.

p(P) = pi(P) ® p(F) (1.12)

Since the Fourier transform of the convolution of two fuoos is the product of their Fourier

transforms, from Eq. (1.12) we get,
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Figure 1.10: Geometric arrangement of scattering even ti@o scattering centres separated by
a distance.

f p(Pei7dr = f (e irde f pu(NEI7dr = F/Fy (1.13)

whereF,(q) andF(q) are the Fourier transforms of the lattice and basis funstioespectively.

From Eq. (1.11) the scattered intensity can be expressed as

(@) ~ IF(@)PIFs(@) = S(@f(d) (1.14)

HereS(q) = |F1(d)?, called the ‘structure factor’, determines the points i@ taciprocal lattice,
and f(q) = |Fp(d)?, the ‘form factor’ determines the intensity at these points
For an infinite 3-D lattice defined by the crystallographidt wectorsd, b andc, the lattice

function will be a 3-D array ob functions, given by [33],

piF) = ) 6(F~[ma-+nb+ pc)) (1.15)

mn,p
wherem, n andp are integers. The Fourier transform of this function is,

Fi(q) = Z 5(q - [ha* + Kb* + 1) (1.16)

hk,|
wherea*, b* andc* are the basis vectors in the reciprocal lattice bBridandl are integers. Finally

the scattered intensity can be written as,
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1 5
————|Fy(@)P — [ha* + kb* + I¢* 1.17
i@ %6@1 [ha + kb* + 1¢*]) (1.17)

From this expression, it can again be seen that tfiedtion pattern of an infinite lattice is another

1(@) ~

infinite 3-D lattice. The position of the firaction peaks are determined the by Mi¢ler Indices

(hkl) and their intensities by the values of the ‘form factor’ a¢gh reciprocal lattice points.

1.2.2 Intensity corrections

The calculation of the electron density map from théfrdction data requires the intensities of
different reflections to be put on a relative scale. In order tdhdbdertain corrections have to be
applied to the observed data. In the case of many lattices than one equivalent reflection can
overlap at the same value of q in thefdaction pattern of an unoriented sample. The observed
intensity has to be reduced by a ‘multiplicity’ factor to dbe intensity of any one of the over-
lapping peaks. For example, the peaks corresponding tmthiesis (10)(10), (01), (01), (11) and
(1I) from a 2-D hexagonal lattice will overlap in thefilaction pattern of an unoriented sample.
Therefore, we have to reduce the intensity by a multipliGastor of 6 to obtain the intensity of
the (10) peak only.

Another important correction that needs to be applied is‘geemetric’ correction, which
depends both on the type of sample and the geometry of thetdetesed to collect the data. The
scattered intensity corresponding to each peak from aniemted sample is distributed over a
spherical shell of radius . A 1-D detector, such as a pasgansitive detector (PSD) intersects
such a shell at two points. The observed intensity has to beatied by the area Ag? of the shell
in order to get the total intensity. A 2-D detector, such asnaage plate, intersects the intensity
shell along a plane resulting in a ring. The observed intexssintegrated over each ring should be

multiplied by the correspond value qfin order to get the total intensity of the peak.

1.2.3 Experimental set up

The experimental set up used for x-rayfdiction studies is shown in figure 1.11. X-rays were

produced in a rotating anode generator (Rigaku, UltraXp@rating at 4&V and 80mA. A flat
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Figure 1.11: Schematic of the experimental set up used fadiffraction study of a powder
sample.
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graphite monochromator (Huber) was used to selecCii€, radiation of wave length 1.54 A.
The monochromatic rays pass through a collimator where ¢aenbradius could be tuned with
the help of two adjustable slits. Samples were taken in glapdllaries with diameter 1mm,

and were flame-sealed. Some of the very viscous samples wekedsinto glass capillaries of

~ 0.5mm diameter. In this case partially aligned samples were obthwhere the surfactant
aggregates had a preferential orientation with respedidaapillary axis. The sample was then
placed inside a home built heater. The temperature of tlatehés controlled by a proportional-
integral-derivative (PID) controller programme to an aexy of + 0.1°C. The x-ray beam was
scattered from the sample and th&miction patterns were recorded on a two dimensional (2-D)
image plate (Marresearch ) of 80mm diameter. A beam stop mpdé lead was placed between
the sample and the detector to prevent the very intense digam from falling on the detector. The
diffraction patterns were scanned and transferred in the forbé bit binary data. The exposure
time, depending upon the type of sample, was around 1 to 3hdypical sample to detector
distance was 250 - 30®m. The instrumental resolution (full width at half maximumasv0.18
nm 1. Spacings of the sharp peaks in thé&mdiction pattern could be measured to an accuracy of
+0.03 nm whereas the corresponding quantity for tiikige peaks was0.1 nm.

The dffraction pattern from a powder sample consists of concentrgs as shown in figure
1.12. The corresponding separation between various dogaphic planes could be calculated
from Bragg's law, 2isind = nA. Heref = %tan‘l(g), whereR is the radius of the circular ring and
D the sample to detector distance. The integrated inteh@jywas obtained by integrating the

diffraction pattern over the azimuthal angle.

1.3 Polarizing optical microscopy

Polarizing optical microscopy (POM) is a technique widebed to identify liquid crystalline
phases [34]. Liquid crystalline phases are birefringerftinTayers of these materials taken be-
tween two glass plates exhibit characteristic texturewéen crossed polarizers under an optical
microscope (Fig. 1.13). These textures arise from defectee medium, which create defor-

mations in the orientational ordering in the medium ovegtanscales of the order of tens of
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Figure 1.12: Difraction pattern of a powder sample showing a number of cdriceimgs collected
on a 2-D image plate detector

micrometers due to the low elastic constants of the systemse3$he types of defects in a medium
are restricted by the symmetry of its structure, the testuesulting from these defects are char-
acteristic of the structure. Hence these textures can ke assdingerprints’ to identify dterent
liquid crystalline phases.

As an example, we shall briefly discuss the defects in a nerfigtiid crystal and the textures
resulting from them. The nematic phase exhibits long-ramggntational ordering of the con-
stituent molecules or micelles, as the case may be. Poaltowdering is only short-range, as in
the isotropic phase. The orientational ordering in the medis described in terms of an apolar
unit vector, called the ‘director'il) (Fig. 1.6A). Both point and line defects, called disclioas,
are allowed in the director field [6, 34]. The ‘strength’ s adiaclination is defined as the angle,
in units of 2r, by which the director rotates along a closed contour smdg the defect (Fig.
1.14). It can be shown that only=s+ 1/2 lines are stable, and that the point defects correspond to
s==+1.

A layer of nematic containing point defects and line defecitsnted along the line of observa-
tion give rise to the ‘Schlieren’ texture (Fig. 1.15) [35hi$ texture is obtained when the director

field is confined to the plane of the layer, but with no preféd&ection of orientation in this plane.
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Figure 1.13: Schematic diagram of a polarizing optical mscope.
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Figure 1.14: Geometrical arrangement of molecules aroypmirg disclination with the strength
s=(A)+1, (B)-1, (C)+3 and (D)-3, respectively.
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Figure 1.15: Typical ‘Schlieren’ texture of nematic pha38][

It consists of a network of dark brushes corresponding tmregwhere the director field is either
parallel or normal to one of the crossed polarizers. Fousles emanate from a disclination of
strength 1 and two emanate from a disclination of streng@h If the disclination lines make a
large angle with the direction of observation they give tséhe ‘threaded’ texture. These discli-
nation lines either form closed loops in the medium or enti@surfaces. In fact these thread-like
structures are responsible for the name nematic.

If the director field is aligned along the direction of obsdron the sample would appear
uniformly dark. This type of alignment is called ‘homeoti@por ‘pseudo-isotropic’. In planar
aligned samples the director field is oriented along a prededirection in the plane of the nematic

layer.

1.4 Characterization of lyotropic liquid crystalline phases

In this section we briefly describe the characterizatioroafes of the commonly observed lyotropic

liquid crystalline phases using polarizing optical micogy and x-ray diraction.

1.4.1 Nematic phase

As we discussed earlier, this phase consists of amphi@glicegates of anisotropic shape having

long-range orientational ordering and short-range pwsili ordering (Fig. 1.6A). There are two
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types of nematic phases: one is made up of rod-like miceNe¥\Whereas the other has disc-like
micelles (\p). In theNc phase there is long-range correlation in the orientatidgh@fong axes of
the rods, whereas in thd, phase there is long-range correlation in the orientatidgh@hormal to
the discs. Between crossed polarizers this phase exhithits @ schlieren or thread-like texture,
which have been discussed in the previous section (Fig).1Tte Np phase can be distinguished
from theNc phase by the presence of large pseudo-isotropic regiontodue preference of the
disk-like aggregates to align parallel to the glass sutestiBhe rod-like micelles of thB: phase,
tend to align with their long axes parallel to the glass salbst and hence cannot give rise to such
homeotropically aligned regions.

There are two length scales associated with a nematic pRasecorresponds to the ‘face to
face’ separationd;) of the micelles along the nematic director. The other cofres the ‘side by
side’ separationd;) in the plane perpendicular to the director. The x-ray scait) experiments of
a single domain sample shows two sets of reflections on a 2d2te which are perpendicular to
each other and are related to these two length scales. Bzgth greaks are broad due to the liquid-
like positional order in the system. Such a single domaindaian be prepared by the application
of a magnetic field, due to the anisotropy in the diamagnasceptibility of the medium. The peak
related to separatiod, is usually sharper than the one corresponding,tm case of a disc like
aggregate, due to the longer positional correlation leigtine former direction. For a similar
reason the peak correspondingdtas usually shaper in thB: phase; thel; peak is usually very
broad in these systems due to the highly polydisperse latigthbution of the rod-like micelles.
The d, peak in the case of thdp phase and thd; peak in the case of thidc phase also occur
at much smaller angles, due to the larger dimensions of tbetytpes of aggregates along these
directions. Therefore, very often, only tdepeak is observed fromldy phase, and the, from a

Nc phase.

1.4.2 Hexagonal phase

This phase consists of long cylindrical aggregates arogea 2D hexagonal lattice (Fig. 1.6B).

Under polarizing microscope, this phase shows a charatitesimooth texture without any sharp
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Figure 1.16: Characterization of 2D hexagonal phase: (st texture under crossed polarizers
[36] and (B) x-ray dffraction pattern showing three peaks with the ratio 1 : V3 : 2.
features (Fig. 1.16A).

X-ray diffraction patterns show a broad peak in the wide angle regioesmonding to the
average separation between the molten hydrocarbon cHaismall angle region, the firaction
pattern contains a number of reflections with the magnitddiesoscattering vector (q) in the ratio
1:+3:2:+7.. .(Fig. 1.16B). These reflections corresponds to the, (1Q), (20), (12). . .

planes of a 2-D hexagonal lattice [36].

1.4.3 Lamellar phase

One of the commonly encountered mesophases in lyotropiersyis the lamellar phase. It consists
of a periodic stack of bilayers separated by water. In the flyiphase the hydrocarbon chains of
the amphiphiles are molten and the in-plane order withitdmlayer is liquid-like. On the other
hand, in the ‘gel'L; phase the chains are predominantly in thetiahs conformation and are
arranged on a 2-D lattice in the plane of the bilayer. The babp is usually of interest only in the
case of double-chained lipids. Like other anisotropic peake lamellar phases show very distinct

optical textures, reflecting the types of defects occurimghe medium. The most commonly
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Figure 1.17: Characterization of lamellar phase: (A) ‘aityeak’ texture and (B) x-ray firaction
pattern showing four peaks within theratio1:2: 3 : 4.
observed one is the focal conic texture. In the case of dituteellar phases the bilayers have a
strong tendency to orient parallel to the bounding surfadéss leads to large pseudo-isotropic
regions in the texture, where the optic axis, which is aldregttilayer normal, is oriented along the
direction of observation. In this case an ‘oily streak’ textis obtained consisting of birefringent
streaks separating dark regions (Fig. 1.17A). When a lamphase coexists with excess water,
the bilayers normally curl up into multilamellar vesicleSuch systems exhibit a characteristic
‘Maltese cross’ texture.

Since the lamellar phase is a 1-D crystal, it$rdiction pattern consists of a set of reflections in
the small angle region, with their q values in the ratio 1 : 2::43 etc (Fig. 1.17B). The lamellar
periodicityd , which is the sum of the thicknesses of the bilayer and watgsr| can be directly
obtained usingl = 27/q,, where q is the position of the first peak. THe, phase gives a broad
wide angle peak, corresponding to the average separatioe®e the chains. Sharper wide angle

reflections are obtained in the case of thephase, arising from the 2D chain lattice.
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Figure 1.18: Difraction pattern of a random mesh phase. The horizonfiais#i spots arise from
structural inhomogeneities in the amphiphilic bilayerg][3

1.4.4 Intermediate phases

Intermediate phases in lyotropic liquid crystalline sysseare the topological intermediaries be-
tween the hexagonal and lamellar phases. Various phasesvelisat these compositions have
been discussed in section 1.3. Here we shall discuss theiegreal identification of random and
ordered mesh phases and also of bicontinuous cubic phasgswdwill come across in ¢lierent
chapters of this thesis.

The random mesh phase is essentially a lamellar phase, btdiee water filled curvature
defects in the plane of the bilayer. These defects have-shioge positional correlation in the
plane of the bilayer, but are uncorrelated across bilayBnge to their lamellar structure, they
show textures similar to those of regular lamellar phaséls @ontinuous bilayers. The presence
of the defects can be deduced fronffidiction experiments, which show dfdise peak in the small
angle region in addition to the lamellar peaks ffEaiction patterns of oriented samples show that
the difuse peak is in a direction normal to the direction of the ldangleaks, indicating that it

arises from structural inhomogeneities in the plane of ifeyer (Fig. 1.18). In the intermediate
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Figure 1.19: Characterization of ordered mesh phase: (A)sait texture’ along with
‘homeotropic’ region and (B) x-ray ffraction pattern showing many reflections that can be in-
dexed on a 3D lattice.

mesh phase these defects get locked into a 3-D lattice. Theseopy texture of this phase
is different from that of the random mesh phase, reflecting the ehanthe symmetry of the
system. The typical texture observed is a ‘mosaic’ one, wioiiten contains pseudo-isotropic
regions (Fig. 1.19A). The @raction pattern of the ordered mesh phase consists of méegtrens
corresponding to the 3-D structure of the system (Fig. 1)1BBm the positions of these peaks the
structure of the phase can be deduced. Most of the ordereld phe@ses reported in the literature
have either a tetragonal or a hexagonal structure.

Cubic phases are optically isotropic and hence look darkeuedossed polarizers. X-ray
diffraction patterns of these phases show a number of sharp pdadis can be indexed on a
cubic lattice. From the systematic absence of certain tedles, the space group symmetry of the
structure can often be deduced. For example, tieadtion pattern shown in figure 1.20 corre-

sponds to the space groep3m.
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Figure 1.20: Difraction pattern of a bicontinuous cubic phase correspanitdirthe space group
Pn3m.
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