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Chapter 1

Introduction

In this Chapter, we give a brief introduction to the materaaid experimental methods used

in this thesis.

1.1 Lyotropic liquid crystals

Liquid crystals are phases of materials having featuresodi the solid and the liquid
phase. There are two types of liquid crystal materials,nio¢ropic and lyotropic. Ther-
motropic liquid crystals show phase transitions upon ckangtemperature, whereas ly-
otropic liquid crystals are those that exhibit transitiemschanging concentrations of water,
oil, surfactants, or other species. Many materials exHubth thermotropic and lyotropic
liquid crystalline transitions, i.anesomorphismd].

Amphiphilic molecules in water display a variety of lyotiogdiquid crystalline
mesophases. Lipid molecules are amphiphilic molecules ytrophilic and hydrophobic
parts. In this thesis experiments are done using the lipi@dc®OPC (1,2-dioleoyl-sn-
glycero-3-phosphocholine) (Fig. 1.1 (a)) in water, andesgflycerol mixtures.

In a mixture of lipigwater, the hydrophilic part forms hydrogen bonds with water
whereas hydrophobic part does not. The hydrogen bond nletative mixture gains entropy
if lipid molecules spontaneously self-assemble in such g that the hydrophilic part is
hydrated with water and hydrophobic part is shielded [2]oGetrical constraints imposed

by the aggregate decides théeetive shape of molecules (Fig. 1.1 (b)).
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(a) (i) DOPC is a glycero-phospholipid, with PC headgroug an
two hydrocarbon tails made up of oleic acid (18:1). The nomen
clature represents the number of carbon atoms followed tny nu
ber of double bonds (one double bond at the 9-10 positions of
both the sn-1 and sn-2 chain), (i) Symbolic representation

P =v/al
A

vial > 1 é

Inverted
micelles

Inverted
hexagonal 3
Hy,
Cubic
Lamellar vial=1 >
bilayer g

Hexagonal
H;

Micelles % vial < 1/3 @

(b) Packing parametd? describes theftective shape of molecules in an
aggregate, whereis the dfective chain volumea is the optimal head-
group area, with as dfective hydrophobic chain length of the molecule
in an aggregate, taken from [2].

Figure 1.1
2



Lyotropic mesophases Phase-transition from one lyotropic phase to other can dheced
by varying the hydration level, changing the temperatunenging the degree of unsatura-
tion in the lipid tails, changing the hydrostatic presswareening the charge of headgroup
by putting ions in the solvengtc. [2].

Cylindrical molecules form flat bilayers (which consist obtmonlayers, arranged
such that the hydrophobic tails in each monolayer are fawngrds each other). Several
bilayers can self-organize to form 3-dimensional bilageeks, a phase called tlamellar
or smectic-like phase Lamellar phases are one dimensional “solids” composeduaf fl
layers exhibiting quasi-long-range order in the directiotinogonal to the layers [3, 4].

A lipid bilayer is a soft fluid interface. In order to confineethipid molecules
within the bilayers various forces act inside the bilayerichhare studied by théateral
pressure or stress profile (7 (Fig. 1.2). The interfacial tension of a fluid-bilayer irfece
is defined ay = (0G/0A), whereG is the Gibbs excess free energy required to increase the
area of the interface by adding one lipid molecule at constalume, A is the area of the

interface and is the volume.

. P(z)
£

,.'........ == headgroup pressure

AN

,' == chain pressure

.“."' "‘..‘ 4= |nterfacial pressure

(@)

Figure 1.2: Schematic illustration @(2) of a lipid bilayer, revealing regions of expansive (positive)
pressures and regions of large tensile (negative) pressures.

Due to the motion of the lipid molecules in a bilayer, indivadly, as well as
collectively, the area of a lipid molecule fluctuates froematjuilibrium area and costs energy.
The time scales of efierent motions [2] depend on the type of the lipid molecule ted
temperature. The spatial rotation of carbon-carbon bomdke hydrocarbon chains takes

time of the order of ps, rotation of a lipid molecule arounsl givn axis takes a few ns.



The hydrocarbon chains can wobble or change direction mvitie bilayer in a time= 10

ms. A lipid molecule can diiuse in the plane of the bilayer | 10 ns, and can protrude
out of bilayer plane in~ 10 ps. It can move from one monolayer to the other monolayer
(flip-flop), in the time scale of hours. Typical valuesyot: 50 mNm, d, ~ 3 -5 nm give

p(2) = (2y/d.)y = 350 atm [2] within the hydrophobic region.

Lipid aggregates can also undergo internal phase transitgthout changing morphol-
ogy. PC headgroup lipids within a lamellar phase undergdi@mint kinds of such phase
transitions. The main transition (or chain-melting phasagition) is associated with two
phases, one in which the lipid chains are more ordesetid ordered phasd,; (gel phase)
and second in which are more disorderéquid disordered phasd.,, (fluid phase). The

thickness of bilayed, and area per molecuég changes in the main transition.

1.2 DOPC phases: structure and properties

DOPC (1,2-dioleoyl-sn-glycero-3-phosphocholine) males at room temperature form the
L., phase upon hydration. The |l L, transition temperature for DOPC is 23X [5] in
water at ambient pressure and is 240t0260 K [6] in mixtureglyderojwater (Fig. 1.3).

The experiments are done at room temperatu2d °C (well within the L, phase).

TK)
900 |

250 E Two phase

I
]
I
I
i
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wt % of DOPC

Figure 1.3: Schematic phase diagram of DOPC in gly¢emdker mixtures. The phase transitions are
illustrated by dotted lines. The vertical line separates two-phase regiongheol,, and gel phases.
Taken from [6].
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Figure 1.4: Taken from [8].

When alignegbriented dried lamellar stacks are hydrated, the spacihgdes bilayers
changes and reaches the maximum value at which hydrostatikbeium between all the
forces [7] within the bilayers can be attained. Beyond thidrhtion, the bilayers peeticand
become free. A phase separation between the fully hydrakegkebs and the excess water
is attained. For two neutral bilayers separated by a distBn@ig. 1.4) with water spacing
Dy, and bilayer thicknesBg the total force per unit area as a function of fluctuating wate

thickness [8] is given by
P(2 = Pw(2 + Pa(2 + Ps(2 (1.2)

WhereP,,, = —(H/6m)[1/Z + 1/(z+ 2d.)3 - 2/(z+ d)?)] is the Van der Waals pressurd (
is the Hamakar's constantp, = A, expz/4p) is the hydration pressuréafnbda is the

decay length of the hydration pressure), 8d= (As/ ;) expz/ ) is the fluctuation pres-
sure (ambda is the decay length of the fluctuation pressure). Bilayercstinal parameters
(Fig. 1.5) at diferent degrees of hydration are studied by mainly two methibésosmotic
pressure method and the hydration method, using x-ray drarediffraction techniques.

The values fol\, = 0.55x 10°J/m?® anda, = 2.2A at 30 °Care reported in [8].



45°C 30°C 15°C

Voluime per nloltﬂrcu]el[ﬁ;3 ) 1318 1303 1288
D-spacing(A) 63.3% 63.2% 62.8%
Bilayer thickness Dyp(A) 36.1 36.7 37.6
Hydrocarbon thickness 2D¢(A) 26.2 26.8 27.7
Area per molecule A(AY 75.5 72.4 69.1
Interbilayer water spacing Dy' (4) | 19.2% 18.4% 17.1%
Steric bilayer thickness Dg' (4) 44.2 44.8 45.7
Bending ridigity Ke(107° 1) 7.2 7.6 8.5
Stretch modulus K4 (mN/m) 252 254 264
ha (A) 6.4 5.9 6.4
Hamaker coefficient H (_1()'21 Ay 54 54 52

Figure 1.5: Structural and material parameters of DOPC (fully hydrated faaigllar sample), taken
from [8].

DOPC lamellar phase in glyceyolater 91: 9 (ww) mixture reaches its maximum
swelling at about 50% () of DOPC [6]. The refractive index of thie, phase composed
of 80% DOPC in a 91: 9% mixture of glycerol and water has be¢erdened as a function

of temperature [6].

1.3 Rhd-DHPE structure and properties

In our experiments we have used a head-group labelled
phospholipid fluorochrome rhodamine-DHPE (lissamine démoihe B 1,2-dihexadecanoyl-
sn-glycero-3-phosphoethanolamine, triethylammoniuh) &ig. 1.6) with 15,5 = 560 nm
andley, = 580 nm for the peak intensity. The absorbance and the emifisi@rescence for
this probe are discussed in [9]. The fluorescence anisowbpyodamine-DHPE in phos-
phatidylcholine bilayers has been studied in [10] whers ftelported thati) the dye does
not induce intrinsic curvature in fluid bilayers, ang (n the fluid phase the in-planeftii-
sion constant of the dye molecules is the same as that ofgigertiolecules in which it is
incorporated. Theféect of concentration of the probe on fluorescence is studi¢tii].

The fluorescence life-time; is defined as the mean time a fluorescent molecule

(fluorochrome) spends in the excited state before returtariye ground state. The rota-
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tional diffusion timerq is the time taken by the fluorochrome to complete one fredionta
around its long axis. For,y > 7; the emission transition dipole moment can be assumed
to be parallel to the absorption transition dipole momertedEs of pH, temperature, ionic

strength, viscosity and the presence of dissolved oxygefiuomescence have also been

Figure 1.6:

rhodamine-DHPE.

studied. The properties of this dye are summarised in Tafile 1

Table 1.1
Aabs(NM) | dem(nNm) | Dy (M?/s) | 7¢(nS) | 7ra(nS) | Vin(Mole/mole)
560 580 10710 4 10 0.005




The amount of probe used in the experiments reported inttbgs is 002 mole per mole
of DOPC which is much belowy, (threshold above which dye molecules self aggregate)
[12]. Orientation of this probe in DOPC bilayers [12] has betudied (Fig. 1.7). The

experiments are done at room temperatu24 °C at which the lipid and the dye are in the

fluid phase.
(CHaCH N, . O, = ‘:._I;ECH,CH;]?
—
S0y
S0,
N
0
0—p—0
0
[0}
D.
s}
—0

Figure 1.7: Orientation of the fluorescence probe in lipid bilayer, taken [i@h

’m- /s ¢ /ns M, Mg n S T/K k,x107

0328 39 149 1477 1.458 1.465 -0.36 273.6 4.3%
0.294 2.4 5.5 1.469 1453 1459 -0.36 294.0 7.4%
0.265 1.3 2.1 1.462 1.448 1.453 -0.35 3136 103

Figure 1.8: Taken from [13].

Maximum fluorescence anisotropya.y, fluorescence lifetime;, rotational correlational

time ¢, ordinaryn, and extra-ordinary,, refractive indices and order parame®(for the



absorption and emission transition dipole moments) ofdetglrhodamine-B>OPGwater

in theL, phase have been studied [13] dfelient temperatures (Fig. 1.8).

1.4 Experimental methods

For optical observations we have uséduppolarized fluorescence microscopy amjilu-
orescence confocal microscopy (FCM) with He-Ne laser lid8 (dm), equipped with emis-
sion filter adjusted in the wavelength band for rhodamine dyee sample is maintained at

room temperature~24°C).

1.4.1 Fluorescence microscopy

Fluorescence (Fig. 1.9) is a phenomenon in which an eleethich is typically in the lowest
vibrational level of the ground state absorbs incidenttlmftwavelength,sand gets raised
to an excited singlet state [14]. The molecule speadkd s in the excited singlet state
and dissipates some energy rapidly from a higher vibralistade to the lowest vibrational
level within the excited singlet state. If more energy is dsipated by collisions with
other molecules then the electron returns to the ground stithh the emission of energy at

a longer wavelengti.. Fluorescence probes (also known as fluorochromes or ficemes

AN
\ Vibrational states

Excited state \
~N

Absorption
Fluorescence

Ground state A 4

Figure 1.9: Jablonski diagram.

dyes) exhibit this phenomenon. A fluorochrome has two cheratic spectra corresponding

to absorption emission.



1.4.2 Fluorescence confocal microscopy

LEICA TCS-SP2 with galvo-scanning mechanism was used [15hénexperiments. A
collimated linearly polarized laser beam (Fig. 1.10) pagkeough the AOTF-(Acousto-
Optical-Tunable-Filters), excitation pin-hole (illunating aperture), AOBS (Acousto-
Optical-Beam-Splitters), the scan head, and into the re#ineobbjective lens that focuses
the light on a difraction limited spot in the specimen (the focal point). Befetarting the
experiment it is necessary to configure the AOTF and AOBS diipgron the dye used. The
reflected light from focal point passes back through the si@me followed by the AOBS,
and is focused into the detection pin-hole (PH) in front & BMT (photo-multiplier tube)
such that the focal point and the pin-hole are in conjugatesdconfocal). The pin-hole

blocks all light except that which emerges from the focahpoi

Photomultiplier tube

Confocal aperture

llluminating aperture

i
AOTF |

N Beam-splitter

AOBS

— in-focus
rays
out-of-focus
rays

Objective lens

Focal plane

Figure 1.10: Schematic of a point-scanning confocal system in the refiéataging mode.
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Chapter 2

Materials, calibration and compilation of
experimental observations

There has been much interest in structural and dynamicdiestwf amphiphilic systems
driven far from equilibrium by strong external perturbasicsuch as shear [1, 2, 3]. In con-
trast, there is not much systematic study on the morpholaogly dynamics of structures
following a quench from an equilibrium phase. In this Chapier compile some broad ex-
perimental results on the dissolution of amphiphiles intaoctwith excess water and discuss

possible mechanisms which can qualitatively interprese¢h@bservations.

2.1 Materials

We have used the following materials in the experimentsautiurther purification: DOPC
(1,2-dioleoyl-sn-glycero-3-phosphocholine) from Sigrkgg-PC from Sigma, rhodamine
DHPE (lissamine rhodamine B 1,2-dihexadecanoyl-sn-gby&phosphoethanolamine, tri-
ethylammonium salt) from Molecular Probes, Fluorescehtgiprene beads (200 NnMgy =
488 nm,lem = 515nm ) from Polysciences. We have used reagent grade glyderionized

water (millipore), chloroform and methanol from commelsiaurces.

2.2 Calibration of the optical system

The degree of spreading (blurring) in the image of a point@®is a measure of the quality

of the optical system and is called the point spread fundtsi) of the optical device. The

13



lateral and axial psf completely specify the response otth@ocal microscope to a point
source (for a given objective, and at a given wavelengthettnfocal microscope to a point

source).

2.2.1 Confocal resolution

Two self-luminous points will be seen as two distinct poifig). 2.1) only if their psfs are
distinct. According to the Rayleigh criterion there idfitient contrast between two objects
if the central maximum of the Airy disc of one object lies oe first minimum of the Airy

disc of second object, givindy, = (0.611/NA), where NA is the numerical aperture.

airy disc 1 Airy disc 2

®-0

Intensity

Figure 2.1

Theoretical calculations for confocal resolution [4] with refractive index mismatch be-
tween the bead and the objective front-lens giye= 0.42 (1,/NA) andd, = 0.81 (1a/(N -
V2 — NA?)) for PH = 1 Airy Unit (AU) with 2a = V22emAabs/ (VAem + dabd, Wheren is

refractive-index of the objective immersion medium.

2.2.2 Measuring psf

Ideally, the measurement of the psf should be made undertmrslapproximating those in
the actual specimen. But injecting the beads into the specand then measuring the psfis
difficult. The psf was measured by taking xyt- and xyz-scans ohg20olated polystyerene
fluorescent beadsl{,s = 488nm, 1y, = 515nm) settled on the cover-slip in water [5]. We

follow the following procedure :

14



e We work with a dilution of 1: 10000 of beads in water, so that density of the beads
in water is low enough and the Airy pattern of one bead doesowetlap with the

Airy-pattern of the second bead.

e We pipette about 10l of bead solution into a cover-slip cell (two bare covepslof
thickness @5mm glued at two parallel edges) and allow the beads teskitin. We
seal the other two open edges of the cell with silicone glter dfie solvent fills the
whole cell. After half-an-hour we find many beads stuck toghdace of the bottom

cover-slip. We have used 40dry objective with NA= 0.85 to image the sample.

e The two-dimensional image of a point source (Fig. 2.2) is 19(2J1(X)/X)*, the
Airy pattern with normalised intensity distribution, wieel; is Bessel function of the
first kind, x = (aksing), ais the radius of aperturéy is the peak intensityj is the
angle of observation ankl = 2/ is the wavenumber witll as the wavelength of
observation. The central lobe of the Airy profile can be agjnated as a Gaussian

I = Ae~(X3/c?).

e We analyzed the intensity profiles of 10 fluorescence beadsm fhe Gaussian fit
(Fig. 2.3) we get d = dy, ~ 0.56um and d ~ 2.56um, where d is the fwhm of the

Gaussian fit.

Figure 2.2: Each of the images corresponds to the Airy profile afferdnt depth (z), starting from
the bottom of the bead towards the top. To be seen from top left in rows.

2.2.3 Positional accuracy

Rayleigh criterion considers only the limited NA of the olijee to define resolution. Orhaug

[6] , Falconi [7] and Fried [8] showed that the uncertaintydietermining the position of

15
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Figure 2.3: Solid line shows the Gaussian fit.

a point source also depends on the signal to noise ratio (SNR/o). The positional

uncertainty is defined by [9]

AX = (o/la) ’ (2.1)

\/(zk(Alk/Axk))z

whereo is the root mean square deviation of the noise and has thendioreof intensity) 5,

is the average intensitif is the normalised intensity &f' point, with N points in the profile.

2.3 Sample preparation

2.3.1 Sample cells

Two types of sample cells are used in the experiments (F@). 2n the cover-slip sample
cell, two cover-slips (one is sample-coated and the othbaie) are separated by a thin
layer ~ 100um of silicone glue. In the Pt-wire sample cell, a Pt- wire ¢gn~ 10mm,
diameter 250um) is positioned at the center across a chamber of heightmm. The
bottom of the chamber is sealed with a glass cover-slip. Hpebgtween the wire and the
bottom cover-slip i~ 50um so that observations under an inverted microscope (Olgmpu
IX70) are facilitated.

Before coating the sample, Pt-wire is carefully cleaned wittoroformethanol.

The cover-slips are cleaned in an ultrasonic methanol latlldout 10 minutes and sub-
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(a) (b) ,

Figure 2.4: (a) The cover-slip, and (b) The Pt-wire sample cell, red &raldolors represent the
sample and glue respectively.
sequently rinsed in methanol followed by millipore water.tiBoells are dried in nitrogen

stream and kept in vacuum overnight.

2.3.2 Sample coating

Smooth cover-slips are selected after scanning under ti\é [AB]. Typical histogram of
surface height variation of bare coverslips has width ofrithgtion +3.5nm. Sample is
coated (Fig. 2.5) on cover-slips in two ways; using eithemii@n’s syringe or a spin-coater.
Syringe-coating is done by pipettingof the lipid solution (05 mgml lipid in chloroform)
and deposited on a dried substrate. In spin-coating [11,lip] solution is pipetted and
deposited centrally onto the dried substrate spun at 4000(if@m the beginning because
chloroform in the sample evaporates fast). The coated fgits a lipid reservoir which is

subsequently hydrated.

-

(@) DOPC syringe-coated cover-slip(b) Egg-Lecithin spin-coated cover-slip, image
image sizex 1.12mm. width =~ 364um.

Figure 2.5: Unpolarized fluorescence image of sample before hydration.
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2.4 Hydration of the sample

In cover-slip sample cells the solvent (watemter-glycerol mixture) is added at one of the
open edges. Hydration takes place due to capillary actrothd Pt-wire sample cell, solvent
is pipetted into the chamber from top. After the Pt-wire ibyfimmersed in the solvent the
chamber is covered, but not sealed by a cover-slip at theotppetvent evaporation. Sample
cells are then left undisturbed till the completion of th@exment. Syringe-coated cover-
slips upon hydration does lead to the formation of multi-é#lar structures (Fig. 2.6) and

we do not observe similar structures on spin-coated cdigs-gpon hydration.

(a) DOPC hydration with glycerol-water (b) DOPC hydration with water,
(1: 4)v/v, image size 33tm x 331um.  scale bae 20um.

Figure 2.6: Upon contact of solvent with the concentrated surfactant, laodgHar structures like
blobs, thick tubules- 50um and vesicles start growing from the lipid reservoir.

2.5 An abrupt instability (the burst)

We have seen that subsequent to the nucleation of multilanshphiphilic structures the
system under study initially evolves slowly and multilataektructures nucleate (Fig.2.7c),
followed by a dramatic and sudden instability (movie 2.% g cd inside the back cover).
In unsealed cells a sudden explosive event (burst) occtes about 20 to 40 minutes of
hydration and debris of the lipid material gets pitched tht® solvent. These lamellar blobs
are attached to the lipid reservoir through thin tetherg.(R2.7). The burst occurs at arbi-

trary parts of the reservoir and not everywhere and thezdatas not possible to make any
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systematic studies of the time elapsed before the bursedied cells, we do not observe the
burst, but we observe structures similar to those seenlpost-in unsealed cells. In sealed

cells, the time gap between hydration and observation asdngple isx 30 minutes.

(a) Before burst.

(b) Burst: after about 22 minutes of adding
water.

(c) About 20 minutes post-burst.

Figure 2.7: Scale bat 20um.
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2.5.1 Growth of tubules post-burst

The burst leads to growth of new multi-lamellar tubules (MLTFig. 2.7(c)) with outer
diameter=~ 10um. Some of these MLTSs retract into the reservoir. The growthratraction

of tubules is discussed in the section 2.6.2. All MLTs retmato the reservoir as the solvent
evaporates (it takes 4 to 5 hours for the solvent to evapomatgletely). MLTs grow again
upon rehydration, but the growth is not preceded by the b8@mne of the cover-slip sample
cells are sealed immediately after filling the cell with tledvent. In the sealed chambers
post-burst growth and retraction of multi-lamellar stures gets arrested for about a day or

so (movie 2.5.1).

2.6 Post-burst observations

Sealing the sample-cell enables us to image the MLTs usingpcal microscopy. These
guasi-static observations reveal the structure of the MaRhs that of beadstc. see below).
Using the unsealed sample-cells we make measurements afilyad phenomena (such as

growth and retraction of tubules, coalescence of bestdsnovie 2.6).

2.6.1 Structural observations
2.6.1.1 Multi-lamellar tubules

The tubules have a jelly-roll structure with a core, theyraréti-lamellar (Fig. 2.8 and Fig.

2.9).
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(a) i i
I
(b) .

Figure 2.8: FCM observation of (a) Giant-unilameller-vesicle (GUV) (lmssrsectional view of a
tubule showing that the tubules are not unilamellar.

Scale bar 10 microns

Reservoir end Scale bar 24 microns Scale bar 5 micrans

Figure 2.9: Dfferent tubules, fluorescence images.
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MLTs are rooted at defects in the lamellar structure in tp&llreservoir (see confocal

Xyz- scans shown in the series of images (Fig. 2.10 and ma@vies.1).

Figure 2.10: Each of the constituted images isuBilx 51um. Succesive images corespond to in-
creasing z-values.
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The roots of tubules which do not grow (most likely becauseealing the cell) are also

observed (Fig. 2.11, movie 2.6.1.1).

Figure 2.11: Hemispherical capped structures which have not gravghe émage size 2imx21um.
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2.6.1.2 Another instability - formation of beads

Some MLTs undergo a further instability. Bead-like struesidevelop on these MLTs (Fig.

2.12). Dynamical measurements on beads are discussedions2é.2.

(a) Unpolarized fluorescence microscope im-

ages, scale bar 20um.
t <+

~ 18 microns

<+

~ 12 microns

— s

~ 24 microns

(b) Confocal xyz-scans, at the mid-plane of the beads. Asrelmow the
direction of incident beam polarization.

Figure 2.12
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2.6.1.3 Dense multilamellar structures

After a day or two, the sample cell fills up with dense multmkllar structures (Fig. 2.13

and movies 2.6.1.3). After 3 days, further optical obseovetcannot be made.

(a) image 4Am x 10um.

(b) image~ 26um x 13um. (c) image=~ 26um x 13um.

Image size ~ 760 microns

(d) 3rd day, image: 75Qum x 750um.

Figure 2.13

2.6.2 Dynamics

We use unsealed sample cells to observe dynamical phenoidaokeation of new tubules

continues as long as the solvent does not evaporate. Wevelreany interesting phenomena
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such as retraction of MLTs into lipid reservoir, formatioihonilges due to retractiomtc.
2.6.2.1 Growth and retraction

We track the tip of an appropriately selected tubule and firat growth and retraction
speed of tubules ranges roughly fromrys to about 4@m/s Figs. (2.14 to 2.16 and movie
2.6.2.1).

|l|l\\|\\\lllllllllllllll
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(a) Scale bae 20um.
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Figure 2.14: Growth.
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Figure 2.16
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2.6.2.2 Branching and bulging of tubules

Tubules having branches and bulge are observed (Fig. 2dlihawies 2.6.2.2).

Reservoir end

t=0 t—» t~74s

(a) Branching.

Reservoir end - -
t=0 t—= t~80.20s

(b) Branch to bead.

t=0 t—m Reservoir end t ~ 10.6s

(c) A significant fraction of tubules form a bulge at the tip.

Figure 2.17: Scale bat 20um.
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2.6.2.3 Bead formation

Beads (Fig. 2.18) form on most MLTSs, typically near the resgrvihese beads move away
from the reservoir end as the MLT grows. Beads also form betwse beads approaching

each other.

t=0 Reservoir end t—» t~1535s

Figure 2.18: Scale bar 20um.

2.6.2.4 Dispersion of beads into MLTs

Many of the beads shrink gradually and disappear altogé¢figr 2.19 and movies 2.6.2.4).

t=0 t— 3ls 53.4s 70s

Figure 2.19: Scale bar 20um.
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2.6.2.5 Coalescence of beads

Some MLTs have multiple beads. These approach each othepatebce (Fig. 2.20). Beads
of different size approach each other dfedent speed; smaller beads move faster towards
larger beads and coalesce. Some larger beads are statemwhfgtten by swallowing up
smaller beads on the same MLT (movies 2.6.2.5). By sealingadheple-cell, coalescence

of beads on the same MLT is not arrested but bead formation fin@ reservoir end stops.

6.8~

Rgservoll end

1

||
:
¢

0 10 20 30 37
t x0.2(s)
(b) Ad = 6.73 — 0.123t.

reser\rr efd

Ad(um)

0 10 20 30 40 50
t x0.2(s)
(©) (d) Ad = 1845 — 0.298t.

Figure 2.20:Ad is the distance between two beads, scaleh2dum.
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2.7 Discussion

It is quite clear that the nonequilibrium morphology of theustures discussed, as well as
the dynamics of the process leading to these are very comapléxiverse. Because of the
complexity of the observed phenomena it is not possibledoipely state the causes leading

to the burst. However, some general conclusions can be drawnour observations.

It is of interest to note that the stability of the cylindridabular structures such as
myelins (over a considerably long period) is not yet fullyderstood [13]. The terminol-
ogy “myelins”is used somewhat loosely in the literature. this thesis, we use the term
multilamellar tubules to avoid possible confusion. In wfa@lows we describe a possible

scenario leading to the burst.

At first lipid molecules self-assemble to form a fluid bilaygtack and attain maximum
swelling over a long time scale [14]. In the much slower négpghe maximally swollen
lamellar stack is brought in contact with excess water, abttie lipid film starts to disperse
in water in the form of various structures made up of bilayErg.2.7a). This is followed by
the burst. We note that evaporation of the solvent plays @oitant role in the initiation of
the burst (Figs.(2.10) and (2.11)). In the language of pkaparation kinetics, we make a
deep quench across the first-order phase boundary to a phase swollen lamella coexist

with excess water.

The fact that the instability does not occur in spin-coaues (which are of uniform
thickness, in contrast to syringe-coated ones) suggestshid tubules emerge from defects
(such as dislocation loops, holetc) on the lamellar stack. Growth of tubules in the lipid
reservoir has been previously reported [15, 16]. The theskrof the lipid film is not uniform
and the lamellar stack has a large number of defects. Thuswd&ave is essentially a
sample full of defects in the fluid lamellar phase with syargpated samples., and not a

well-defined microstructure of uniform thickness. This lexps the occurence of instability
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only in syringe-coated samples. That the tubular instgbariginates from defects on the

lamellar sample is further corroborated by images in the21@.

The defects locally enhance permeation, and the excess eateause local unbinding
of the layers. This leads to a gradient in tension betweegrves-bound and the unbound
parts of the membranes, which in turn causes rapid flow tosvidwel unbound region. These
stresses can be relieved by a tubular instability, althabglcauses for the burst instability

are dtferent from discussed in [17].

We believe that the beads are also caused by local dynamigeha tension. In Chapter
5, we show that the solvent cores of beads have diamet@esatit from the core-diameters
of the tubues on which they reside. This lends support to yppethesis that the beads also

have a structure which is teeming with defects, particyladar the neck joining the tubule.

There is a large variation in the relatively rapid lineangtio and retraction rates of MLTs
(ranging from 1 to 4Qu nmys). These rates depend upon the nature of the MLT, and on the
environment (such as lipid and solvent supply) in the vigif the reservoir-end of the
MLT. Coalescence (Fig.2.20) and dispersion (Fig.2.19) afdsas usually a slower process
as compared to the growth and retraction of MLTs. These dysa@mhenomena are very
complex (Figs.2.15c and 2.16). In the chapters to follow, fogus is on morphological

studies rather than on the dynamical properties.

In our view, it would be fair to state that the interplay besaneslasticity, defects and flow

plays a major role in initiating the burst as well as the beach&tion instabilities.
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Chapter 3
Modeling FCM images

In this chapter we propose a model to calculate the FCM inttepsofile of tubules which
are roughly cylindrical in shape. The simplest tubules hewingle core. The model has
four fitting parameters; the inner and outer radii of the tapthe confocal slice thickness,
and a scaling factor which is related to the lipid density. $Wew that in devising the
model it is essential to account for total internal reflect#d the solvent - lamella interfaces,
whereas the birefringence of the lamellar structure carafsysignored. A straightforward
generalization of this model can be used to analyze the nmmplicated structures such as

asymmetric tubules, and central sections (the region heantximum bulge) of beads.

In what follows we set up the model and compare its performmagainst hypothetical
intensity data which is free of noise. In this process weldista the proper procedure to
analyze experimental data. Real images are of course cordtediwith noise. This aspect
(image processing) is discussed in Chapter 4. The methodllse/fis designed to glean as

much information as possible from FCM images.

To our knowledge detailed FCM studies of the kind reportedis thesis have not been

made.
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3.1 Fluorescence intensity detected from a voxel

The fluorescence intensity detected per unit confocal vellgne I.fy, wherel. is the
total fluorescence intensity of light emitted isotropigdhom all excited dye molecules per
unit confocal volume, andy is the fractional confocal volume from which rays enter the

objective.

Let us consider a uniform cylindrical tubule of outer radiggnd core radius. with its

axis alongx(Figs.3.1).

r
2

(@) (b)

Figure 3.1: Sections of a simple (single-core) tubule.

Let T, d, andd. respectively denote the unit vectors parallel to the lorig,absorption
and emission transition dipole moments of the dye moledtte the dye moleculels= f =
(0, cosp, sing), d, andd, are in a plane perpendicularitpds discussed in section 1.3. Thus
the Cartesian molecular frame of referencexist(x %, ). We define cog; = d,- (f x %) and
cosp; = de - (F x X). Thus

da = COSpy X+ Sing; siNGY — coso sing, 2, (3.1)

~

de COSp, X + SiNg, SINOY — cosh Sing, 2, (3.2)

The incident laser beamiis linearly polarized wih= cosy %+siny §. In our experiments

we use giant unilamellar vesicles (GUVs) to deterntiérig.3.2).
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The probability that an incident photon is absorbed by a dgkeauleP, o« 1o((d, - E:)2),
where the angular brackets denote the average@uaince all possible orientations of the
dye molecule are equally likely), and is the normalized intensity of the incident beam.
The fluorescence intensity detectedqisc P,fy, wherefy, is the fractional confocal volume.
The confocal slice\, contains a large number of fluorescent molecules. Fig.2@/slhe
yz-section of the tubule.

In order to obtain the detected intensity we diviliginto hypothetical blocks of width

equal to the pixel width in th&y-plane and sum the intensities from each of these blocks.

3.1.1 Calculation of fy and ray tracing

We consider a sphere of unit radius centred at P (Fig. 3.4hdrabsence of any refractive
index mismatch between the objective and the sanfple; f:ﬂ Oémax sing do d¢. We need

to modify this to account for the fierent refractive indices of the cover slip,), solvent
(ns), and the lamellar structure,j. For the sake of simplicity, we consider uniformly spaced
lamellae and assum®g = constant. In addition, we need to account for total interafiéc-
tion at lamella - solvent interfaces. We have written a cot@poode to computd, based
upon the above considerations (which, although straigh#icd, are tedious to implement).

In what follows, we discuss the roles of birefringence andltmternal reflection in devising

our model.

Unpolarized I

Figure 3.2: Arrows indicaté&;, Scale bar 20um.
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Figure 3.3: rg, ro, andA; denote the core radius, the outer radius, and the confocal slice thicknes
respectively.

(@) (b)

Figure 3.4

3.1.1.1 Refractive index of the lamellar phase

Since the concentration of the dye is small, we can safelgrigthe contribution of dye
molecules to the lamellar refractive index. As discusseflljnordinary refractive index
of the lamellar phase decreases linearly with increasedrstivent volume fraction. The
ordinary refractive index of DOPC lamellar phasg = n.¢, + nsps, wheren, andng are
respectively the ordinary refractive index of DOPC and thieactive index of the solvent,
and ¢, and¢s stand for the volume fractions of the lipid and solvent. DORAS positive

birefringence withAn ~ 0.026 [2]. The dfective refractive index, of the lamellar phase
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3, 4, 5] is
1 _cost si't
oo ng

(3.3)

wheren, andny are respectively the ordinary and extraordinary refracindices of the
lamellar phase, and cos E; - f. We discuss theftect of ignoring birefringence in section

3.2.3.
3.1.1.2 Total internal reflection (TIR) at the lamella - solveat interface

Rays incident on both inner as well as outer lamella - solvatetriaces undergo TIR if the
angle of incidence exceeds the critical an@le Moreover, a ray can bouncétfdhe inner
interface, undergo refraction at the outer interface aadhéhe objective. To compute,
we need to trace the rays emanating from a point P in the lamielllk and account for
only those rays which reach the objective. Although esakfdr the computation ofy, ray
tracing is somewhat tedious when TIR is taken into accouhé &tect of ignoring TIR are
discussed in section 3.2.4. In order to simplify the dismrssve first consider thgzcross-

section of the tubule at = 0 (Fig. 3.5), and then consider rays not restricted to/helane.

Figure 3.5

The unit vector along OP is "= (0, cosép, sinfp). The raysReq emanating from P and

lying in the yzplane can be representedfaﬁg = (0,cos@p + @),sin@r + @)). The angle
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of incidence#; is given by the relation cas = ﬁpQ- N, Whereng = (0, cosd, siné) is the
unit normal to the interface at Q (which always lies in yfzeplane). The condition for TIR

(6; = 6.) can then be tested and the ray- path traced further.

For rays not necessarily lying in thye plane,lfepQ = (cos# cosg, cost sing, sind) (note
that these are not the standard spherical polar coordinatgarticular,g is the complement
of the usual azimuthal angle used in spherical polar coatds) with 0< ¢ < 2r. As before,

the angle of incidence is defined via @éps IQPQ- fo.

With these considerations in mind, straightforward uséefiaws of reflection and refrac-
tion gives us the dependence of the angle of the marginalaayke position of the point
P. We take successive scans with sampling widtha,, A, such that we oversample the
object of interest (in this instance, the tubule). Becausbefration caused by the refractive
index of the medium and the shape (curvature) of the tubyle, d,, furthermore, the shape-
aberration in thexy- plane is less than that alozg6]. Therefore, in addition to. andr, we

includeA,; as an additional fitting parameter in our model.

Aberration due to curvature is the least whenis centered at the = 0 plane. For this
reason we use this scan to measure the radii of the tubule. Most objects ofastgsimple
tubules, multi-core tubules, beadstc) are not cylindrically symmetric. The manner in

which we address the asymmetry is discussed in the secfoh 3.

3.2 Assessment of the model using hypothetical intensity
profiles

In order to gauge the performance of the model we check inagaipothetical intensity
profiles (Figs. 3.6) which are free of noise. We test the méatethe () effect of birefrin-
gence, andii) effect of total internal reflection (TIR).

In contrast to hypothetical profiles, real images are nandyically symmetric, and are

polluted with noise. The analysis of hypothetical intepgitofiles allows us to formulate
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(a) Symmetric hypothetical data. (b) Asymmetric hypothetical data.

Figure 3.6

the standard procedure that we adopt to analyze real ityedegia. In what follows we first
discuss the determination of the symmetry axis of the intgpsofile, followed by () and

(i), described above.

3.2.1 Determination of the symmetry axis of a tubule

The images of structures of interest (tubules, beatls) are not rotationally symmetric
about an axis. Shape as well as the density of moleculesiloatetto the asymmetry in the
intensity profile. In order to optimize the position of tharayetry axis we first notice that
scrutinizing the images obtained by changing the confdaa thickness\, gives us rough
estimates of the position of the axis of symmetry as wetkas, andA,. This initial choice
of the symmetry axis allows us to divide the image into twovks) right (R), and left (L).
Using the initial choices for the symmetry axis and the coafalice thickness we maximize

the intensity cross-correlation function (overlap fuon)idiscussed below.

For the sake of simplicity we first restrict ourselves to tisedssion of simple tubulese.
those with a single core. The analysis of the more complicsti@ictures is a straightforward
generalization of the procedure discussed above sec8oTBe intensity cross-correlation
function is defined agj, rc, ro, A;) = Zszl IL(J + K re, Mo, ADIR(K, Fe, T, A7), Wherej is the
pixel number corresponding to the initial choice for the syatry axis, N is the number of

pixels in each half, after padding the profile with pixelsiwaero intensity so that both halves
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of the intensity profile have the same number of pixkls the intensity (the subscripts L and

R stand for folded left half and right half respectively wikie initial choice of the symmetry

axis) . The “symmetry axis” of the intensity profile is thensfioned atj = jo at which

&), e, To, A7) Is maximum (Fig. 3.7).

28}

26’.0 .'.
i . ‘
o . R
F><| * L]
. 137 .. °
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j

(b) For asymmetric data.

Figure 3.7: Cross-correlation functignj, re, ro, Az).
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Figure 3.8: Folded left (L) (black) and right (R) (red) halves of thedthetical data with the sym-
metry axis given by maximum of the cross-correlation function.
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To assess the result of cross-correlation, we plot the ¢olee-half and right half on top
of each other (Fig. 3.8) after finding the symmetry axis. Dateation of the symmetry axis
of the structure gives us estimates of the core radiuthe outer radius,, and the confocal
slice thickness\,. Using these estimates as initial values in the model yithidsmodel

intensity profilely, (i).
3.2.2 Further analysis of the intensity data
We evaluate
N
Xz(a’, le,lo, A7) = Z['o(i) —alu(i,re, ro, Az)]z’ (3.4)
i=1

wherelo(i) is the observed intensity profile. The best fits (Fig. 3.@) @tained by mini-
mizing y%(a, e, o, A;) With respect to the parameters of the modgl,, ro, andA,). In the

analysis of real, noisy data

S (YaD)lo(i) = alu(i, re, o, A)]?

2
/\/ (Gf, rCs rOa AZ) = N D) (35)
Yia(2/07)
whereo? is the noise variance (see Chapter 4) associated with eaeh pix
175¥F . . 175+¢
:é vestecstesesiees : seeionns
S 80r < 80}
Of covenvereens ‘ Of covevonsones L
0 30 60 0 30 60
pixel pixel
(@) @ ~ 173,A, = 50 pixels. (b) @ = 1.003aR, A, = 50 pixels for left half and

A, = 30 pixels for right half.

Figure 3.9: Hypothetical data (black), best fit model intensity prdfil6) (red), rc = 10 pixels,
ro = 20 pixels andy, ~ 173.
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We note that the parametelis a measure of the density of the fluorescent dye molecules,
which in turn depends upon the lamellar spacing. Howeveges depend upaok,, and it is
not possible to cleanly separate the shape- asymmetry frandtie to asymmetry in density
from the observed intensity profiles (although this can beedior the simple hypothetical

intensity profiles discussed here).

3.2.3 Hfect of birefringence of dye molecules

Fory = 0O birefringence has noffect. Fig.3.10 demonstrates that for= 7/2, the change
in the calculated fluorescence intensity due to birefricgeis small. Moreover, ignoring
birefringence does not lead to significant errors in deteimgir, andr,. Thus the &ect of

birefringence can be safely ignored.

28}
=
9'/ 14+
18 —
(B)
Y Ym1 Ym2 Y 0 30 60
pixel
(a) hypothetical data (b) A, = 10 pixels,r. = 10 pixels,r, = 20 pixels and
a = 29.

Figure 3.10: Best fit considering birefringence (red), without bingence (blue) with hypothetical
data (black).
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3.2.4 Hfect of total internally reflected rays

The rays that undergo total internal reflection (TIR) at theedoterface can enter the ob-
jective if these do not undergo TIR again at the cylinder ostdvent-lamella interface.
Figs.3.11 show that the core diameter increases when TliReatdre interface is not taken
into account. Thus it is essential to incorporate thea of TIR at the interfaces in setting

up the model, particularly for detecting features such ag smallr..

160

o o
................

80+

| (a.u.

pixel #©

Figure 3.11: Best fit considering TIR (red), without TIR (blue) with thgdthetical data (Fig.
3.6(a)). The peak to peak distance for the blue curve is increased ixgl4 pompared to the red
curve.r; = 10 pixels,ro = 20,A; = 50 pixels andr ~ 173.
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3.2.5 Hfect of changingd, in the model

Fig.3.12 show theféect of changingl, by 20 pixels in the model.

1757

80+

| (a.u.

Figure 3.12: Hypothetical data (blaclk); = 50 pixels (red)A; = 30 pixels (green) and, = 10
pixels (blue) withr; = 10 pixels,ro, = 20 pixels andr ~ 173.
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3.3 Modeling multiple tubules

A multi-lamellar tubule consists af number of tubules within and can be modeledas|

(pllml +polm1 + ... + pqlmq) where | andpi are the intensity and density of lamella for the
) . , . 92

K" tubule. We estimatg? = Y\, (1/0?) [(all'ml + ol + .+ agling) — I'e] /SN (20,

wherecs? is the variance [7] of the noise (see Chapter 4). By minimizivey £ with respect

to all theay we getq simultaneous equations mvariables which in matrix form can be

written as;
X11 X12 -+ Xig a1 Ci
X21 X22 -+ Xog a?z G
Xgr Xg2 -+ Xqq Qq Cq
where

X
x
I
™
R
;__.

N
G = ) Iy

i=1
Solving for g variables gives scaling for thggtubules for minimumy?. «q is the intensity

scaling of individual tubules such thag is a function of ;).

3.4 Discussion

We have proposed a simple model to calculate fluorescenegsity profile of a tubule
as observed in the FCM. The nature of the intensity profileainbt for the hypothetical
data closely resembles the observed intensity data showiei€@hapter 5. Our model can
successfully detect a core smaller as well as largerdhadncident beam is linearly polarized
and fluorescence intensity is collected from all the exaitedecules with all polarizations.
Confocal volume can change due to birefringence of moleces find that the change
in the calculated fluorescence intensity due to birefricgeis very small and therfore we
can neglect it for data analysis. It is important to considgs that are reflected at the core

interface to find the correct intensity profile around thescor
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Chapter 4

Image processing

4.1 Understanding noise in the measurements

Accurate quantitative analysis of image-data requires\ieadistinguish between the fluo-
rescence intensity (true signal) and the noise inheretd tneéasurements [1, 2] to the extent
possible. Understanding the nature of this noise also helpptimizing image processing
to detect features (such as very small cores) in the obsemdtitlamellar objects, which

would otherwise remain hidden.

Figure 4.1: A uniform tubule with fixed; andr,. The image size is (148 256) pixels, or &um x
11.7 um with sampling pixel widthAx = Ay = 0.046um.

For simplicity, let us consider a uniform tubule (Fig.4.IThe observed fluorescence in-
tensity I(x,y) at a pixel location X,y) has contributions from the entire confocal slice of

thicknesdd,. 1 (X, y) shows significant structural variation alopdor a fixedx, in contrast to
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the very small variation alongfor a fixedy. Hence we estimate the common intensity pro-
file (1(y)) by averaging along: (I(y)) = Z;\‘jl [(Xj,y)/Nx, with Ny = 140 in this case. Then
intensity deviation from the meamy(x,y) = [I(X,y) — (I(y))] gives the noise distribution

across the image.

In confocal microscopy, noise contaminating the intensisasurement can be classified

into three categories :

(i) Noise with its root-mean-square deviation (r.m.s.) goional to{l(y)): The noise
generated in system electronics falls into this class. HI$® called the Johnson,
Nyquist or thermal noises(), and originates from thermal random motion of charged
particles within a material. The variance of this noise ispartional to the mean

square fluorescence intensityc)? o (12(y)) [3].

(i) Noise with r.m.s. proportional to thQ/W: Photon counting noise, which arises
from random fluctuations in photon arrival time at the daiedbelongs to this class.
It is also referred to as Poisson noisg ) because the number of photons that arrive
over a fixed period of time (given the mean) follows the Paisdistribution [4]. Pho-
tons associated with the true signal as well as those frorbdbkround contribute to
this noise. Thus variance of the Poisson noise is propatitmthe observed mean

fluorescence intensityo—ﬁ oc (1(y)).

(i) Noise which is independent of the fluorescence intgnsiDark noise §4) which is
the random signal produced by photosensitive devices siBtVA's, photodiodes, or
CCDs (charge-coupled devices) in the absence of any incidgmalsfalls into this
class. Noise generated in the process of analog-to-dagtalersion in the instrumen-
tation also generates noise with this statistics. The magaf this noise is therefore

independent of the fluorescence intensity; o4 = constant.

We estimate the variance of the fluctuations in fluorescemteasityo?(y) = Z:.“;l[l (Xj,y) —

(1(y))]?/Ny in the image and perform minimuy#? fitting to assess the following dependences
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on{I(y)) separately, namely?(y) = [a(l(y)) + b] ando?(y) = [c(I?(y)) + d] (Fig.4.2) with

respective minimuny? values)(ﬁn and)(gq. The Poissonian noise model appears to fit the

data better ag2 =~ ng/z (Table4.1), although less dominant contribution freptannot be

ruled out.
a*(y) = a(l(y)) + b a*(y) = c(1%(y)) +d
a b X c d ng
23x10°[1.04x10%|28x10°|73x10°|143x10*|5x10°
Table 4.1
0.0012 ¢ 0.0012 ¢ ;
~ R R
5 0.0008 | “#1 5 0.0008 | Ve
Cd o CU. .. . .:.’..
D P 3 o ~ i
— — R g-..
>0.0004 | . >0.0004 | .0
(\lb . 62.;:.?, (\lb ." és;}',.’.
o ‘ ‘ oL ‘ ‘
0O 01 0.2 0.3 O 01 0.2 03
(I (y))(au. ) (I (y)) (au. )
(a) Linear fit to noise variance. (b) Quadratic fit to noise variance.
Figure 4.2

4.2

Image processing methods

As seen from our noise modeling, for cases in which Poissiaserdominates, higher signal-

to-noise-ratio SNRo +/(I(y))) is obtained at high values of fluorescence intensity. High

SNR renders desired positional accuracy with which we caolve features of interest [5].

We use the following image processing methods to improve 8MNRout smearing the de-

tails of features of interest. For example, one of the brigirtds in the image (Fig.4.1) has

a widthwy, =~ 36 pixels= 1.65um with peak mean intensityl (y)) ~ 0.37 (Fig.4.3(a)) and

o(y) ~ 0.007 (Fig.4.3(b)). Thus the peak SNR of this particular feata(l(y))/o(y) ~ 53.
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We have improved the SNR of this feature upto 175 (Fig.4.§ajding optimum smoothen-

ing. We describe the details of our procedures in the folhgnsection.

X
~ A 0.007f .
0.3 Ml Tl ’ ‘
~od i 1% |3 N
249 i AL s P XU
= iR j = 0.003¢ g
T, 4 I
0.1 : W,
Oj_:' ‘ ‘ — 04 ‘ ‘ ‘
0 50 150 250 0 0.1 0.2 0.3
pixe it (I(y)@.u)
(@ <1y))- (b) (y) vs <1(y)).
Figure 4.3

4.2.1 Optimum smoothening

In most, if not all, of our images, we have sampled some of #neomv features with adequate
fineness. With this oversampling in our images we explorepthesibility of smoothening
the images optimally. The justification for this exploratistems from the fact that the ran-
dom fluctuations in the observed intensities are uncogdltom one pixel to another, and
this implies a statistically uniform spread of noise acrggatial frequencies, i.e. in Fourier
domain of the data. Thanks to our finer than Nyquist sampliveg Rourier components
corresponding to the “signal ” in our images are expectedet@dnfined to lower spatial
frequencies, as the signal features have width larger tpatie$ sampling interval. Hence,
the noise in the higher spatial frequencies can prefelgntia attenuated (without of course
affecting the signal contribution), using suitable spatiatfrency filter (low-pass), amount-
ing to smoothening in the image domain. Although one coulghacreased the sampling
interval after smoothening , we retain the images with tbaginal sampling which fiers

advantage at the model fitting stage. We have usedidHann filterH,,(qy) = cos"(rqy/qys)
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for gyl < qys/2 andHaa(aqy) = O for|g,| > ys/2 in Fourier domain to smoothen our images
wheren is a positive integer, wherein the smoothening is optimizeda particular feature
of interest (e.g. one of the bright bands in the image). Tihtesrfresponse smoothly goes
to O at|g,| = g,s/2 and beyond.qys defines the extent of the Fourier domain window and
corresponds tan, = (qys/Aq,) Spectral pointsry is rounded € to nearest integer). We
restrict our discussion to-H variation of the fluorescence intensity alongt fixedx. Let

ys be the scale of smoothening in the image domain (correspgridis) with m = (ys/Ay)
pixels (mis rounded & to nearest integer). For an image havigpixels (or data points)
alongy, the m andm, are related asn, = (Ny/m). If Ay is the sampling width in the
Fourier domain (wheré,, = 1/[NyA,]), the window function at discrete values @f can

be expressed ada(0y = t3Aq,) = coS"(ntq/my) for |ty < my/2 and O otherwise, where
ty € [-(Ny/2), (Ny/2) — 1]. Ha(ty) and Ha(ty) are shown in Fig.4.4(a) fomy = 160. In
the image domain the associated smoothening functidu(if) has lower side-lobe levels
than forHy(t;). This reduces possible “ringing ffect in the image, however thefective

smoothening scale is relatively larger than fti(t,) for a givenm,.

1r 1r
:5 0.5 E 0.5
0 ‘ ‘ 0= : : ‘
-120 -6 0 60 12C -120 -60 O 60 12C
lq lq
(a) Ha(tg) (red) andHa(ty) (black) formg = 160.  (b) Ha(ty) plotted form = dy,/2 (brown),m = dy,
(blue).
Figure 4.4
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We have usedH.(ty) for Fourier domain windowing to smoothen our data. Wifh =
d,/Ay as the confocal psf width in pixels alonygFig. (4.4(b)) showHa(ty) for m = dy,/2

andm = dy,.

To assess the optimum smoothening scale for a given imagaturg, we systematically
vary trial values ofm and examine the resultant SNR, as well as the profile. Figghbas

SNR as a function afn for a selected feature in a sample.

0.4 ¢
SNF
175+ . —
w e 3 02
105 + —
70 -
5! 0= ) W
0 50 150 250
Obepgy sy Mxdyp ) pixel #
(a) SNR as a function ah. (b) m = 0.5 dyp, (red), raw image (black).
04 - 04
> ]
@ 0.2 @ 0.2
Ot ‘ ‘ &_r Ot ‘ ‘
0 50 150 250 0 50 150 250
pixel pixel 1t
(c) m = dy, (red), raw image (black). (d) m =1.5dy, (red), raw image (black).
Figure 4.5
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As we increasen, the SNR initially increases, reaches a maximum, and reddae to
excess smoothening of the feature. For the data shown inlohé€Mg.4.5a) we find that
the best SNR 175 form = 1.5d,,. However, at than suggested by maximum SNR, the
smoothening smears the feature more than desired . Hente akpense of (i.e. with
less) SNR we choose conservative smoothening, to retaiieétgre shape as intact as pos-
sible. For this purpose, we always compare the raw intepsdfile of the tubule with the
smoothened intensity profile (Fig.4.5 (b)-(d)). As can bensehe peak (or knee) intensity
of the selected feature starts to come dowmfias 0.5d,, and hencen = 0.5d, would be

considered optimum for this feature, with SNR30.

We discuss below an image processing method that has thatijpbte correct for the blur
caused by the microscope optics (during image formatiod)tha dfect of these methods
on the SNR of features of our interest. The results from appbn of these deconvolution
methods were not used for further modelling etc., for reasliscussed in Section 4.2.2 and

4.3.

4.2.2 Deconvolution

Deconvolution in our context would involve correcting foetbluyspread (noise) caused by
microscope optics in the process of image formation of aeailgnd hencefters a way
of recovering finer details in the images, which are otheswost due to available finite
resolution of the measurements. The deconvolution operagéiquires adequate knowledge
of the response of the measuring system (including optic$ @thich is often specified in
terms of “point spread function” (psf). If a point object d¢ed byds(r) (atr = 0) is imaged,
the observed pattern would be so called psf, p(r) (Fig.4.6(a)). In general, for an object
f(r) the observed image is the convolution of the object withgsiei.e.h(r) = f(r) ® p(r)
whereh(r) represents the image formed by microscope optics as adanaitthe positiorr

(Fig.4.6). Giverh(r) andp(r), the process of findind(r) is calleddeconvolution
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7 q Objecr ®_-'u
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i
c g = o PSF
point psi

(a) Microscope image of a point and extended ofy) http: //en.wikipedia.orgviki/Point-spread-
jects. Taken from [1]. function.® denotes convolution

Figure 4.6

For the image (Fig.4.1) l&t(Xo, y), f(Xo, y) andp(Xo, y) respectively represent the-d “im-
age”formed by microscope optics (before detection), difjabule) and the psf as a function
of the positiory at fixedx = Xo, with their respective FTs denoted byxo, gy), F (o, dy) and
P(Xo, ay). In our case the psf alongdoes not depend anthereforep(xo, y) = p(y) for all x.

We discuss two methods of implementing deconvolution below
4.2.2.1 Direct deconvolution

Direct deconvolution involves computing(xo,dy) = [H(Xo,qy)/P(qy)]. FT of F(xo,qy)
yields f (X0, y). The dfficulties in computind=(xo, gy) are :

() The divisionH(xo, ay)/P(qy) cannot be performed blindly without assessing possible

blowing up of noise at Fourier components for whiefgy,) — O,

(i) In reality the detected image i8(r) = h(r) + n, whereh(r) = f(r) ® p(r) is the
image formed by the microscope optics before it is detectebizais the noise (as
described in the Section 4.1) contributed to the image sjul#s# to the microscope
optics (Fig.4.7) and therefore has not undergone conawiutin Fourier domain we

haveH(q) = H(q) + Nq whereH(q), H(qg) and nq are respectively the FTs &ir),
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h(r) andn. Thus deconvolution operation amounts to computt{g, ay)/P(ay) =

Microscope Image
i detected
object — ~—| Optcs Noise ~
h( Xy Y) h( Xy Y)
n
Figure 4.7

[F(Xo, qy) + (79/P(ay))], and the noisey, gets amplified even whel(q,) is not— 0,

in particular, forP(qy) < 1.

4.2.2.2 Deconvolution using a low pass step-filter

To address some of thefficulties with direct deconvolution, we can use a one-step fil-

ter S(qy) (Fig.4.8) of width 2. such that we perform the divisioRl (o, ay)/P(qy) for
g € [0 0. 0 can be determined as followsS(jg,l < [qf) = 1 andS(jg,| >

gc)) = 0. If <I:|(qy)> is the mean signal of the tubule as a functiongpfand o(qy) =

s(4d,)

-4, 0 a, y

Figure 4.8: Low pass step-filter.

\/Z?':Xl[ﬁ(xj,qy) — (H(qy))]2/Ny is the r.m.s. value of noise as a functionggf then we
determine the cutd q. at which P(q)) — (Jomad/[{Hmaol). In the illustrative exam-
ple (Fig.4.1), we gel(Hmao| = 0.12 (Fig.4.9(a)) andomad =~ 0.0019 (Fig.4.9(b)) giving
|(amaX|/|<I:|maX>)| ~ 0.016. P(qy) obtained from our calculation (described in Section 252) i
shown in Fig.4.10. We estimate cuffFd,. = (qc/Aq,) such thatP(ty) = |(o-maX|/|<I:|maX>|)

which in our case givels,| ~ 11.

58



011 : 0.001¢

0.08

[(H (tg))
oy (tg)]

0.000¢

0.05 i

. oo % e o ‘e o
ollle o .:'l-‘f ! [AR Tt -.--'-- KT 1 \'.l'-‘.-

. L Y Ll : 3
0.02 R LSty SR AR b

~120-60 0O 60 12C -120-60 O 60 12C
lq tq
(@) (b)

Figure 4.9

0= | ik | |
-120 -60 O 60 12C
(%

Figure 4.10: Point spread function in the Fourier domain i 12 pixels.
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0.24

IHg(tg)l

0.04

Figure 4.11:|I:|d(tq)| after deconvolution.

The |Ha(ty)| (after deconvolution) as a function tfis shown in Fig.4.11|Hq(t,)| is high
atlty| =~ 11. This happens because we perform the diviHQxb, ty)/P(tg) upto|tycl. At [tycl,
|I:Id(tqc)| is enourmously high. One may opt for a smaller value of dtittg| (largerP(t;,)),

or consider conservative windowing rather than the shargttion, while still retaining the

same cut- |t,|, as described below.

0.1 0.11

% 0.055 E 0.055

l; l£
Obeeovorenenese™® | * Tetenninannns Oteeeceeceeneeas = | ¢ teeiiiiuennnes
—20 0 20 —20 0 20

(a) ||:|od(tq)| after optimum deconvolution. (b) |I:|5m(tq)| after optimum smoothening.

Figure 4.12
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4.2.2.3 Optimum deconvolution

Here we use a smooth truncation of intensities in the Foultenain instead of sudden
truncation. In optimum deconvolution, in addition to theislion by P(qy,), we use the Hann
filter (Fig.4.6) as a window function which smoothly goes tat[9.| and beyond. We perform
the correction with Hann windowz,[gc = (tgcAq,)] = cos"(nrtq/2tec) and Pl = (tgcAq,)]
for ty € [~tqe tqc]. Fig.4.12 showsHa(ty)| (with optimum deconvolution) andfis(ty)| (with

optimum smoothening) as a functiontgf

4.3 Discussion

With the image we estimate the noise powﬁ’ (o@y)I>day) as a result of one-step de-
convolution( [~ lora(qy)Pday = 3.5 x 10°%), optimum deconvolutior [* loa(qy)?day) =
1.5 x 105) and optimum smoothenir(gfooo o sm(Gy)12dy) ~ 105).

Thus noise power increases as a result of deconvolutionrlgléar the image shown in
Fig.4.1, where the feature width isXBlarger than our psf width, it is $ticient to perform
optimum smoothening, as the width estimates are not signifig afected by the blur. We
estimate the blur caused by the convolution operation @etwpe imaging). For simplicity
let us assume tha(xo, y) for this feature is a Gaussian functibxo, y) = expy?/w?). Then
usingh(x,.y) = f(x.y) ® p(y), we getf(xo.y) = expl-y?/w?] wherew? = (w2 - w2) and
w, = dy. We knoww, = 0.56um, w,, = 1.65um, which givesw; ~ 1.6um. Therefore, if we
do not perform deconvolution for this feature then we makeraor of (v, — w;) ~ 0.05um

in estimating the true width which corresponds to 1 pixelhaf image.

For features narrower than that shown in Fig.4.1, the olesewidth (say after optimum
smoothening) can be significantlyfected by the uncorrected blurring. However by using
the relationw? = (w; — w3) we can estimate the true width. Of course, the deconvalutio
could provide us refined image that has the potential of texgéeatures otherwise hidden

due to blurring.
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Chapter 5

Analysis of representative structures

In this chapter we fit the model (Chapter 3) by analyzing theg@ssed image profile (as
discussed in the Chapter 4) of representative observedstesc The simplest observed
structures are simple tubules which have uniform inner anteraadii and small asymmetry.
We also study more complicated asymmetric structures ascrithe the salient features of

these structures.

5.1 Tubules

5.1.1 Simple tubule

We first consider the simple tubule (Fig. 5.1). We find thattiifaile consists of a single
core. The best fit is summarized in the Table 5.1 and showneirrity.(5.2). The jump in
intensity at the central pixel is an artifact; the best fitdhtwo halves of the intensity profile
yield slightly different values ofr because of asymmetry. Since the best fit assigns only one
value ofa to each region, this jump is inevitable. In principle, it isssible to maker a
function of the pixel number, but this does not lead to sigaiii qualitative information, as

witnessed by the fits given below.

We have analyzed the image profiles of a large number of tabWe find that almost all
tubules have a core, with very few tubules with core diameliese to the resolving limit.
This is unlike the structure of “onions”which have a lamefiructure with singular density

at the core [1]. Some discussions on myellae assume the adigsrto be half the layer
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spacing [2]. The tubules that we observe have much longescor

(A)

Figure 5.1: Confocal xyt-scan of a simple tube at the mjidane. The image size isdumx117um
(140x 256) pixels. Arrows indicate polarization settings for the incident beam.

—
(B)
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(a) n polarization best fit (green). (b) L polarization best fit (green).

Figure 5.2

Table 5.1

| Best Fit,A, = (4.5 — 5)um, |
| L polarization

L 1 polarization
2ro(um) | 2ro(um) | ro/re | «a 2ro(um) | 2ro(um) | ro/rc | «a
L 3.48 6.87 | 1.97 | 033| 375 6.87 | 1.83 | 0.12
x° 2x 105 3x106
R 348 | 687 [197|036]| 394 6.87 | 174|011
x° 5x105 2x10°6
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5.1.2 Asymmetric tubules

5.1.2.1 Asymmetric coaxial tubule - |

We now describe the structure of some asymmetric tubulesdigksissed in Chapter (3),
these tubules have asymmetry in shape as well as in dendtinpugh the shape and density
asymmetry cannot be fully separated, these can be reayafabhicterized in terms of the
sizes (given here in terms of the radii) and the parametdihe image shown in the Fig.5.3
(movie xyz-scans 5.1.2.1) is that of a tubule which requives distinct values of radii and

a for a proper fit. The parameter values of best fit are sumntiizthe Table 5.2 where the
different cross-sections of the tubule are denotedhyIetc The radii of various regions

are denoted byrr, etc. Fig.(5.4) shows the best fit.

Some comments regarding these fits are in order, apply taladlegjuent figures in this
Chapter, and should be borne in ming:we choose the parallel setting of polarization in all
the following figures because we find that this setting is sopéo the perpendicular setting
in detecting lamella - solvent interfaces (edge detectibmihe parallel polarization (parallel
to the long-axis of the tubules) setting the dipole momentyaf molecules is predominantly
in the plane of polarization, and ) the reason for the jump in intensity at the central pixel,

as discussed above.

—
(B)

Figure 5.3: Confocal xyt-scan at the mugslane. The image size is Bum x 6.87um (256x 150)
pixels.
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(a) Best fit (green).

(b) Tubule structure decomposed into regions.

Figure 5.4 polarization.

Table 5.2

Best Fit,A, = 5um

H

il polarization

2ri(um) | 2rp(um) | ra/r1 | @
L T, 0.28 3.07 11 | 053
T, 3.07 5.68 185 | 0.56
b% 56x10°11
R| T, 0.18 3.07 171 | 0.5
T, 3.07 5.68 1.855| 0.57
g% <1010
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5.1.2.2 Asymmetric coaxial tubule - II

For the image shown in the Fig.5.5, best fit requires fourembfa. The best fit is summa-
rized in the Table 5.3 whereffierent cross-sections of the tubule are denoted; a%,] etc.

Fig.(5.6) shows the best fit.
I

(A) (B)

Figure 5.5: Confocal xyt-scan at the mugslane. The image size is Bum x 4.58um (256x 100)
pixels.
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(a) Best fit (green). (b) Tubule structure decomposed into regions.

Figure 5.6:1 polarization.
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Table 5.3

| Best Fit,A, = 5.04um |
| | 1 polarization |
| | 2ry(um) | 2rp(um) [ ro/r1 | o |
T, 0.18 0.6 3.3 | 0.027
T, 0.6 2.25 3.75 | 0.138

L|Ts 2.25 549 | 244 | 0278
Ta 5.49 778 | 142 | 0.201

Ty 0.18 0.55 3.1 | 0.038
T 0.55 229 | 416 | 0141
R|Ts 2.29 5.49 24 | 0.261
Ta 5.49 778 | 142 | 0.228

5.1.2.3 Asymmetric coaxial tubules - I

The parameters for the image Fig.(5.7) for the indicateds:gections are shown in Table
1.
2 .

I —

(A) (B)

5.4. Figs.(5.8 and 5.9) show the best fit.

LY

Figure 5.7: Confocal xyt-scan at the migslane. The image size is um x 11.7um (512x 512)
pixels.
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(b) Structure of the tubule decomposed into re-

gions.

Figure 5.8:1 polarization, cross-section (1).
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(b) Structure of the tubule decomposed into re-

gions.

Figure 5.9:1 polarization, cross-section (2).
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Table 5.4

| Best Fit,A, = 5.04um |
i polarization |

|
| | 2ra(um) | 2rp(um) [ ra/ri | o |
1L |T, 0.1 1.56 156 | 0.13
T, 156 3.57 23 1021
P% ~ 10710
R| T, 0.1 156 156 | 0.13
T, 1.56 3.66 235|021
% 5% 108

T, 0.1 0.73 7.3 | 0.27
2| L | T, 0.73 3.78 52 | 0.26
T3 3.78 6.27 | 1.66 | 0.19
P% 7x10°10
Ty 0.1 0.82 8.2 | 0.06
R|T, 0.82 3.85 4.7 | 0.25
T3 3.85 6.64 | 173|019
P% 8x10°10

5.1.2.4 Asymmetric tubule - IV

The tubule depicted in Fig.5.10 ( movie xyz-scans 5.1.Z4)ery asymmetric. The pa-
rameters for the image for the indicated cross-sectiongigem inTable 5.5 where fierent

cross-sections of the tubule are denoted g97, etc Figs.(5.11 to 5.13) show the best fit.
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Pl e O

Figure 5.10: Confocal xyt-scan at the nigllane. The image size is Baim x 27um (256x 512)
pixels.
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(a) Best fit (green). (b) Tubule structure decomposed into regions.

Figure 5.11: polarization, cross-section (1).
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Figure 5.12:1 polarization, cross-section (2).
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Figure 5.13:1 polarization, cross-section (3).
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Table 5.5

Best Fit,A, = 5.04um

|

Il polarization

|

\I
|

| 2ry(um) | 2rp(um) | ra/ry |

@

|

T.|| 084 | 256 | 31 | 0.07
T,|| 256 | 505 | 197 | 055
I% 65x 10 11

T.|| 105 27 | 257 | 0.08
T 27 484 | 179 | 058
Y2 Ax 1011

T.|| 105 | 273 | 26 | 008
T, || 273 | 484 | 177 | 061
T || 6.1 768 | 1.26 | 0.26
I% 7x 10 11

T.| 105 28 | 267 | 0.08
T,| 28 473 | 169 | 063
Ts|| 652 | 7.78 | 119 | 0.28
I% Ax 1011

T.|| 105 | 267 | 254 |0.184
T, || 267 | 494 | 185 | 0.604
Ts| 494 | 594 | 12 |0278
T.|| 594 | 757 | 127 | 033
P% 8x 10 11

T.|| 105 | 273 | 26 |0208
T, | 273 4.9 18 | 0.607
T 49 58 | 1.18 | 0.299
T.|| 5.8 736 | 1.275| 0.302
P% 3x 10 11
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Fig.(5.15) shows the intensity profile of a very asymmetniouie at the marked cuts in

the Fig. 5.14.
Figure 5.14
0.7 f 0.68
> - I
0 ‘ ‘ 0- ‘ ‘
0 130 260 0 130 260
pixel pixel
() (). (b) (2).
Figure 5.15: polarization.
5.2 Beads

As described in (2), beads are prolate-ellipsoidal stmestuvhich appear on some tubules.
In what follows, we study four types of archetypal beads. \¢e that the model developed
in Chapter (3) does not apply to objects having two nonzenacjpal curvatures such as a
bead. For this reason, we analyze the images in cross+sgatibich are flat, with some

exceptional cross-sections (see below). The quantitatite obtained for the exceptional
cross-sections taken at regions which are not flat are nabte] however, these do provide

important qualitative information.
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We have analyzed several beads, and find that near the neelads khe inner core of the
tubules is not blocked by lipid materidle., the inner core runs continuously through the
tubules and the beads. Beads do not contain structures akinltielamellar vesicles within
them. However, the core radii of the tubule and the bead diiereint. Some beads trap the

solvent in significantly large regions near their neck (sigs.F5.18 and 5.22).

5.2.1 Bead on tubules
5.2.1.1 Beadonatubule -1

The parameters for the bead shown in the Fig.5.16 ( moviesggns 5.2.1.1) are summarized

in Table 5.6 for the cross-sections shown and Fig.(5.1Ayshbe best fit.

(A) (B)

Figure 5.16: Confocal xyt-scan at the nighlane. The image size is Bum x 11.8um (256x 256)
pixels.
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Table 5.6

Best Fit,A, = 5.04um
i polarization \
2ry(um) [ 2r(um) | rap/ry [ @

1] L 046 | 211 | 46 |025

% 3x10°5
R 046 [ 211 | 46 [026

I% 5x10°5
2L [T, ] 32 44 ] 138041
T,| 44 549 | 125033

X 8.6x 108
R[T.|[ 293 46 ] 157038
T,| 46 559 |1.225[0.33

% 45%x10°8

5.2.1.2 Bead on atubule -l

Parameters for the bead shown in Fig.5.18 ( movie xyz-sc&h$.3) (with labeled cross-

sections) are summarized in Table 5.7. Figs.(5.19) showeksefit.

Figure 5.18: Confocal xyt-scan at the nighlane. The image size is Blum x 11.9um (512x 512)
pixels.
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Figure 5.19:1 polarization.
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Table 5.7

Best Fit,A, = 6.5 - 6.7um(bead)5.4 — 5.5um(tubule)
Il polarization
2ry(um) | 2rp(um) | rp/ry | @

1] L 419 | 628 | 15 | 021
P% 6x 106

R 4.42 \ 6.28 \ 142 \ 0.2
P% 2x107

2/ LT, 5.35 7.56 141 0.26

T, 7.56 10 1.32 0.26
X2 7x10°9

R| T, 5.58 7.56 1.36 0.26

T, 7.56 10 1.325 0.26
b% 4x109

The intensity profiles for the bead shown in the Fig.5.20 arergin Fig.5.21.

Figure 5.20
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Figure 5.21: polarization.
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5.2.1.3 A bead which shows trapped solvent near the neck

Fig.5.22 ( movie xyz-scans 5.2.1.3) depicts a bead whereetiien in which the solvent is

trapped is clearly visible. The best fitis summarized in €&b8 and shown in the Fig.(5.23).

L] . I
| I
« |

(A) (B)

Figure 5.22: Confocal xyt-scan at the nighlane. The image size is 18:m x 18 1um (256x 256)
pixels.
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(a) Best fit (green). (b) Structure of the bead decomposed into regions.

Figure 5.23:1 polarization.
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Table 5.8

Best Fit,A, = 10— 12um

il polarization
2ri(um) | 2rp(um) | ra/r1 | @
LT, 8.64 115 1.33 | 0.6
T, 115 14 1.22 | 0.75
b% 4.3x%x10°10
R| T, 8.64 115 1.33 | 0.57
T, 115 14 1.225| 0.67
x° 3x10°10

Figs.(5.25) shows the intensity profile at the marked cutkenFig. 5.24.

e

Figure 5.24
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Figure 5.25: polarization.

83



5.2.1.4 Bead on an asymmetric tubule

The parameters for Fig.5.26 ( movie xyz-scans 5.2.1.4) arensarized in Table 5.9.

Figs.(5.27 and 5.28) show the best fit.

Figure 5.26: Confocal xyt-scan at the nighlane. The image size is Blum x 11.8um (256x 256)
pixels.
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(a) Best fit (green). (b) Tubule structure decomposed into regions, for

the cross-section (1).

Figure 5.27:1 polarization.
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Figure 5.28:1 polarization.

Table 5.9

Best Fit,A, = 5.04um

i polarization \
2ry(um) | 2rp(um) [ ro/ri|
1/L|T, 0.18 2.25 125 | 0.23
T, 2.25 3.66 163 | 017
% 2~ 1010
R|T: 0.18 137 76 | 0.21
T, 2.29 3.66 16 | 0.22
V2 2% 1010

T.|| 165 | 229 | 14 | 0068
2L [T, | 229 87 | 38 | 044
I% 24x108
T.|| 165 | 229 | 14 | 0.08
R|T, | 229 87 | 38 | 043
% 2x 108
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Chapter 6

A phenomenological model for the
stability of simple tubules

6.1 Introduction

Based upon our experimental observations (Chapter 2) andasigcdy theory of smectic-
A liquid crystals [, phase of lyotropics, and the thermotropic smectic-A phase lthe
same symmetry) we propose a phenomenological model to zndig stability of simple

cylindrical MLTs with uniform cross-section.

We list the pertinent experimental observations upon whighanalysis is based:

1. After the sample cell is sealed the tubules and beadsakgor over one day (Sec-

tion 2.6.1.3).

2. The tubules are capped at the end (Fig.6.1).

Figure 6.1: The end-cap of an MLT. Double arrow shows the incident laslarization. Scale

bar= 10um.
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Figure 6.2: Schematic of the undistortiegd phase, each line represents a bilayer.

3. Tubules emanate from defects in the lipid reservoir (8p@.6.1.1).

4. Tubules have a broad rangergfindr, (see values in the tables, Chapter 5).

Given the above observations, in particular the long lifieetof the structures, it is rea-
sonable to consider these as quasi-equilibrium structivescan therefore utilize elasticity
theory in order to understand the stability and structurglofs.

Spin-coating spreads the sample much more uniformly thangsrcoating [1, 2].
We have discussed (Section 2.4) that MLTs do not grow if spiated samples are hydrated
in excess water. Further, we have seen that MLTs originata fiiefects on the reservoir.
MLTs are capped. It is therefore possible that the solvets apped in some MLTs from
both ends. The solvent pressures (including the osmotigspre) inside and outside the
tubule can then be flerent. We note that the lamellar curvature at inner and anterfaces
of MLTs are diferent. The curvature- stress at the outer interfgce r is clearly smaller
than that at the core. The pressuratience across the MLTs can be stabilized by the solvent
trapped within closed regions at the reservoir end. Ouryarsaimust therefore allow for this
possibility as well as the fact that MLTs have widelyfdrent core- and outer radii.

In the present treatment we do not address the question dg/tthe/tubules are cylindri-
cal (this is not known), rather, we assume the shape to bedridal and find the conditions

for stability.

6.2 Elasticity of lyotropic smectics

Smectic liquid crystals are one dimensional “solids” cosgmb of fluid layers exhibiting
guasi-long-range order in the direction orthogonal to #yets [3, 4]. For small distortions,

the elastic free energy (in Cartesian coordinates) is [3, 4]
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Fo = f [g(azu)2 ; gHZ + ke K] dxdydz 6.1)
wherez is the “solid- like” layering direction (Fig.6.2J(X,y, 2) is the layer displacement
field. (B/Z)(é)zu)2 is the energy density for compression (or extension) ofalgerd spacing,
H = (1/2)(1/R; + 1/Ry) is the mean curvature ad = (1/R;R,) is the Gaussian curvature,
with principal radii of curvaturé?, andR, (Fig.6.3).B is the compression modulusc/@) H?

is the energy density for bending the layers, with bend maglul The Gaussian curvature

term contributes to the energy only if the system under shadya boundary, or undergoes

change in topology (number of handles) [5].

planes normal
of principal / vector
curvatures -

tangent
plane

Figure 6.3: Principle radii of curvatui®, andR; for a surface.

It is convenient to use cylindrical polar coordinates. Thastc free energy in cylindrical

polar coordinates is
(B2 Ko L1, 12
Fel _I[E(aru) +§(6ru + ﬁ%u + Faru) ]rdrd¢dz (6.2)

where the symbols have their usual meaning @nstands for the dierential operator fir.
For cylindrically symmetric MLTs with uniform cross-seati, d,u = d,u = 0. Thus the

elastic free energy reduces to
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Fel = g f [(&u)z + A2(0Pu + %&u)z]rdr d¢ dz (6.3)

where? = «/B. Note thatB has the dimension of pressure, ahthas the dimension of
length. Although the term with the ciient1? is sub-dominant, it is crucial in stabilizing

cylindrical MLTs (see below).

6.3 Condition for stability

In equilibrium the Euler-Lagrange equatiéfe /ou = 0 [6] holds within the bulk of the

lamellar region of the MLT:

2778((/1 —-nu(r)+r ((—/12 - rz) u’(r) + A% — r? (ru(“)(r) + 2u(3)(r))))
r3

=0, (6.4)

where the order derivatives ofr) is denoted by the superscript of The solution to the

Euler-Lagrange equation is given by

u(r) = ¢ log(r) + A2 (Io (/%) - 1) + C3A%Y, (—%) + Ca, (6.5)

wherely(x) and Y, (X) [7] respectively represent modified Bessel function of thet kind
and Bessel function of the second kind and order n, and thectmstants of integration are
denoted with the symbal. The layer displacemenir) is real. We therefore drop the term
proportional toYy (—ir /) that is pure imaginary.

It now remains to find the constants of integration. In ortiat the MLT be stable, the
radial elastic stresses at inner and outer interfaces ralestice the respective pressures. The
Euler-Lagrange equation has to solved using this stressa@@boundary conditions. Thus
oi = —pi, ando, = —po.

The radial stress(r) is extracted by noting that in cylindrical polar coordiesithe

Euler-Lagrange equation can be written ag)a;[ro(r)] = 0. This yields

27B (=A% = r2)w(r) + 22r (ru®(r) + u”’(r)
- 2R o)
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Using the stress- balance boundary conditions at the adesf[6] we obtain

pir? Arilo (ri/2) ))
CL =T oAl —————=—= - 11(r;/D) ]|, 6.7
: (47TB/12+27TBri2+ 2 ( 2 ez 1) 67
and
pir? (2/12 + rg) — Por? (2/12 + rlz)
C2

" 2B1 (222 +r2) (242 + 1) (111 (11 /) = Tol1 (ro/2)) + Ar2lo (ro/2)) — Ar? (242 +12) 1o (1i/2))
(6.8)

The constant; corresponds to uniform, rigid displacements of the entileTMand can
therefore be set to zero by an appropriate choice of theroofjihe coordinate system. We
have thus solved the equation of stability (the Euler-Lageaequation) subject to boundary
conditions stated above.

We choose the dimensionless unit of lengthraslj = 1, and measure pressure in units
of B. For theL, phase under consideration,is of the order of a few layer spacings and
B ~ 10atm. If the inner and outer pressures are zero, both th@remsion and the stress
is zero throughout the tubule. Fig.6.4 shows the layer cesgiond, u(r) as a function of

radial coordinate in the dimensionless units mentioned above.

0.01¢€

0.01%

o, u(r)

0.011

000715 » 25 3

r (in units ofr;/A)

Figure 6.4:P, = P; = 1 atm.r, = 3 andr; = 1 in the units of {;/ ).

Bilayer compression is a direct measure of change in dendfeyfind that even if the
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inner and outer pressures are equal (1 atm for Fig.6.4), thlehds varying, non-zero bilayer

compression.

The compressive and curvature- stresses have to balartue wie bulk of the MLT for
stability. This is the reason why we need to include the stimidant term proportional the

A2 in the elastic free energy.

Fig.6.5 compares the compression in the above case witmomeich the pressure filer-
ence is 0.1 atmosphere. Even in this extreme case we findthabmpression, and therefore

the density profile of lamellar material in the MLT does noagbe significantly.

0.01¢

0.01%

o, u(r)

0.0171

000/ » 25 3

r (in units ofr;/A)

Figure 6.5: Redl; = 1.1 atm,P, = 1 atm), black P, = P; = 1 atm),ro, = 3 andr; = 1 in the units
of (ri/A).

A definitive statement cannot be made as to whether the abalgsis assuming equi-
librium applies to MLTs generated via an explosive eventiwhstanding this, we have
demonstrated that cylindrical morphologies are stablelfastic objects having compression-

and bend elasticity.
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