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Synopsis
Equilibrium thermodynamics is one of the successful theories of all time. It encapsu-

lates the phenomena of large macroscopic systems which are in thermal equilibrium.

When two systems are in equilibrium with each other, and a third system is brought

in contact with either of these two by a diathermal wall, then, all of them will reach

in an equilibrium state. This principle is referred to as the zeroth law of thermodynam-

ics. As a consequence, it helps to define an empirical temperature such that systems

are in an equilibrium state will have the same temperature. In terms of conservation

of energy, the first law of thermodynamics states that change in the internal energy is

the sum of the amount of work done on the system and the heat supplied to the sys-

tem. There are several processes which obey the first law of thermodynamics, but

they do not occur in nature. For example, heat never flows from a cold body to a hot

body. The second law of thermodynamics incorporates such observations in the ther-

modynamics and defines a state function called entropy which characterizes the irre-

versibility of a process. For an isolated system in the equilibrium, the entropy attains

a maximum value. These laws of thermodynamics are well understood from the mi-

croscopic degrees of freedom of a system in a well-established framework known

as equilibrium statistical mechanics. In this context, the probability of the system to

find in a given configuration is expressed as Gibbs-Boltzmann weight. Moreover,

the macroscopic properties can be evaluated, in principle, from a normalization con-

stant called the partition function. In contrast to equilibrium picture, non-equilibrium

phenomena cover a much larger class of problems in science. These phenomena can

be seen in biology, chemistry, physics, mathematics, ecology, financial markets, etc.

Because of driving fields such as temperature or chemical potential gradient, shear

flow, external time-dependent fields, etc., these systems are not in the equilibrium

state. Such driving fields are known as affinity or generalized force. There is no such

general theory present which describes the methodology to study the observable

properties of the system away from equilibrium. Nevertheless, linear irreversible

thermodynamics is a very helpful tool to understand the physics of systems which
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are close to equilibrium. The foundation of linear irreversible thermodynamics is

based on time-reversal invariance principle and the postulates of equilibrium ther-

modynamics. Within this context, one can write the rate of entropy production as

the sum of the product of each flux with its associated affinity (generalized force).

For purely resistive systems, each local flux depends upon instantaneous values of all

affinities. If affinities are so small, each local flux is related to all of them through

kinetic coefficients linearly. These kinetic coefficients depend upon the local intensive

parameters of the system. Moreover, in the linear regime, one can study Thomson

effect, Peltier effect, Seebeck effect, etc. In the case of non-purely resistive systems,

local flux depends upon the value of affinities at the instantaneous as well as the

previous times, i.e. systems have memory. Here, one can study the properties of the

system using the fluctuation-dissipation theorem or Kubo formula. When these sys-

tems are far away from equilibrium, there is no such non-equilibrium counterpart

of the equilibrium partition function with which one can compute the observable

properties.

This thesis compiles a set of physical problems where the systems under obser-

vation are in microscopic scale. These small systems can be biopolymers (like DNA,

RNA, protein molecules), enzymes, Brownian particle, Brownian motors, small scale

heat engine, small electronic systems, etc. As the system size reduces, fluctuations

present in the surrounding bath perturb the deterministic behaviour of the system.

Nevertheless, the probabilistic nature of these small systems can be exactly under-

stood by Fokker-Planck or master equation. These equations play an essential role

to write down the evolution of the probability of each configuration visited by the

system.

For a generic irreversible process, work done on the system is bounded below

by the change in free energy of the initial and final states. Similar bound one can

see for the entropy change between two states. Fluctuation relations extend these

bounds into exact equalities. These identities are proven to be remarkable results in

the area of non-equilibrium statistical mechanics. For example, Jarzynki’s equality

helps in the computation of free energy difference between two equilibrium states

using work done in a non-equilibrium protocol. Fluctuation theorem relates the
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probabilities of positive and negative entropy production in both steady and tran-

sient state. Earlier, it was assumed that the total entropy production is only due to

the heat exchange by the system to the environment (medium entropy production) in

a non-equilibrium process. This entropy production is found to be the ratio of path

probabilities of the forward to that of the reverse process when the dynamics of the

system is microscopically reversible. But later, it was found that the fluctuation theo-

rem for total entropy production in the steady state is valid once we incorporate the

entropy production of the system to the total entropy production. The entropy pro-

duction of the system is called entropy change which occurs due to configurational

change between the initial and final states. This theorem is independent of the driv-

ing protocol and is valid for all time.

While fluctuation relations display exciting results in the realm of non-equilibrium

statistical physics, they do not give the insight of the individual probability distribu-

tion of stochastic quantities such as work done, heat flow, entropy, efficiency, etc. In

particular, one is also interested in the large time statistics of these observables. In

this thesis, we will focus on both the fluctuation theorem as well as the probability

density of these stochastic quantities.

Fluctuation theorem for partial entropy production

Consider a system where a large number of degrees of freedom are interacting with

each other. This given system is connected to a heat bath of constant temperature.

Evidently, the total entropy production is zero, i.e. the system is in equilibrium. Sup-

pose the whole system is driven by some external forces (these forces are explained

above), then the total entropy production is not zero. Therefore, the total entropy

production characterizes the non-equilibrium system and the measurement of it is

quite essential. In the steady state, it satisfies the fluctuation theorem as mentioned

above. In some experiments, it is possible to have some setup where entropy produc-

tion is to be observed. In such settings, we have to understand the clear time-scale

separations among the degrees of freedom. Based on time-scales of relaxation, we

classify degrees of freedoms as fast or slow variables. In some earlier experimental
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and theoretical studies, it was observed that the fluctuation theorem for total en-

tropy production would hold once we observe all slow degrees of freedom. If one

may not succeed to observe all relevant slow degrees of freedom of the system, the

exact estimate of the total entropy production would be difficult. Thus, the fluctua-

tion theorem for the total entropy production based on partial information may not

hold. In some earlier studies, the order of violation of fluctuation theorem was ob-

served to be proportional to the interaction parameter between the observed degrees

of freedom and the hidden ones (which we cannot observe). When such an interac-

tion parameter is taken to be very small called the weak coupling limit, the fluctuation

theorem restores its form which is also a naive guess one can think of. On the con-

trary to that, in this thesis, we have considered some simple analytically tractable

model systems where we estimate the violation of the fluctuation theorem even in

the weak coupling limit. Therefore, it is essential to consider the hidden degrees of

freedom even though these are weakly coupled to the observed ones. Moreover, we

have given a recipe with which one can nullify the effect of the weak coupling of the

hidden variables on the observed ones.

• A given system A is coupled to another system B of the same kind (both sys-

tems have same time-scale of relaxation), jointly called system C. The system

C is in contact with the heat bath of a constant temperature. External forces

(these forces can be correlated as well as uncorrelated with each other) are used

to drive system C out of equilibrium and entropy is generated. Total entropy

production by the coupled system C satisfies the fluctuation theorem in the

steady state. The entropy production due to system A in the coupled system

C is computed and shown that this entropy production does not obey steady

state fluctuation theorem even in weak coupling limit which is a remarkable

result.

• In one more setup, we have considered two Brownian particles (A and B) cou-

pled via harmonic interaction. One of the particles (say A) is connected to a

temperature gradient while the other one B is connected to one heat bath of

a constant temperature. In general, all of these heat baths do not have same

temperature. In the steady state, we compute the entropy production due to
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particle A in the coupled system and show that it does not satisfy the fluctua-

tion theorem in weak coupling limit.

• Consider two Brownian particles A and B and these particles are coupled by

harmonic interaction. Both particles are confined in a harmonic trap. The

whole system is immersed in the heat bath of a constant temperature. Both

of these particles are driven by some external forces. It is shown that the en-

tropy production by one of the particles in the coupled system in steady state,

satisfies the fluctuation theorem in weak coupling limit.

• Suppose a Brownian particle is connected to two heat baths (B1 and B2) of

different temperatures. Then, we couple the given particle to one more heat

bath B3 of a distinct temperature weakly. The observable is the total entropy

production by the particle due to baths B1 and B2 in the steady state, and we

show that it satisfies the fluctuation theorem when bath B3 is weakly coupled

to the particle.

Stochastic efficiency of an isothermal work-to-work converter

engine

In thermodynamics, a heat engine is a machine used to do work by consuming en-

ergy in a cyclic process. The efficiency of any macroscopic engine (working sub-

stance ∼ 1023 particles) is limited by the Carnot’s theorem. This bound is universal

and does not depend on the nature of constituents of the engine. Recently, there

has been a lot of research going on to investigate the nature of these heat engines in

the microscopic scale. On this scale, thermal fluctuation predominates, and hence,

observables such as work done, heat flow, entropy, efficiency, etc. become stochastic

quantity. Therefore, the probability density function of the efficiency (ratio of output

power to the input power) of a microscopic heat engine becomes a good candidate

to examine. In this thesis, we extend this study by giving two simple model systems

of such a microscopic engine which converts the input work to the output work.
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• A Brownian particle is immersed in a heat bath of a constant temperature. For

this system to function as an engine called isothermal work-to-work converter en-

gine, we apply stochastic external forces. These forces are called drive and load

forces. The function of the drive force is to drive the particle against the load

force. Since the system is in the microscopic regime, work done by these forces

are random variables. The efficiency of such engine defined as the ratio of out-

put work to the input work, is also a stochastic variable. Using this setting, we

analytically obtain the large but finite time probability density function of the

stochastic efficiency.

• Consider an isothermal machine composed of two Brownian particles (say par-

ticle A and B) connected by a harmonic spring. A constant load is attached to

particle A, and particle B is trapped in harmonic confinement whose mini-

mum is dragged with a constant velocity. The distribution of work done on

particle A, particle B, and on both particles together is obtained, and the corre-

sponding transient fluctuation theorem is tested. Furthermore, the probability

density function for the stochastic efficiency (output work/input work) of this

machine is computed for all time.

Briefly, in this thesis, we have explored the problems where the system size is very

small and is driven away from the equilibrium using some driving protocol. In the

steady state (except Chapter 7), we computed the large deviation function as well as

the probability density function of stochastic observables such as work done, heat

flow, entropy, efficiency, etc. In Chapter 7, the probability density functions for work

done and stochastic efficiency are studied in the transient regime.

Prof. Sanjib Sabhapandit Deepak Gupta

Raman Research Institute

Bangalore 560080

India
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1

Chapter 1

Introduction

A macroscopic system obeys the laws of thermodynamics which are very well un-

derstood within the framework of equilibrium statistical mechanics. A system with

a large number of degrees of freedom is characterized by a small number of macro-

scopic variables such a pressure, volume, entropy, magnetization, etc. When a sys-

tem is in equilibrium with the surrounding environment, the probability of the sys-

tem to be in a given configuration follows the Gibbs-Boltzmann distribution in which

the normalization factor called the partition function is used to obtain the macro-

scopic variables. In contrast to the equilibrium system, non-equilibrium systems

cover a broader area of science and can be seen in biology, physics, mathematics,

ecology, chemistry, etc. Here, systems are constantly driven, and there does not ex-

ist a general platform from which the properties of the system can be understood.

Instead, a large variety of methods can be seen for specific situations. For such a

system, there arise several questions such as what is the analogue of the equilib-

rium probability measure or equivalently the partition function for non-equilibrium

case, what are relevant observables to characterize the system, how to compute such

observables, whether the system reaches a steady state, and if it does, what is the

distribution of each configuration, can one find the distribution of the observables

and associated the large deviation function, and do these distributions follow some

universal behaviour? The answers to these questions will give us the basic under-

standing of the non-equilibrium system, and the development of a general theory

which captures the methodology to tackle such problems is still in progress.
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1.1 Thermodynamics

Thermodynamics [15, 58, 147] is the phenomenological theory to understand the prop-

erties of macroscopic systems of a large number of degrees of freedom. These macro-

scopic bodies are characterized by thermodynamic coordinates or state functions

such as pressure, temperature, mass, volume, composition, magnetization, etc. Note

that these state functions are well defined in the equilibrium. In general, thermody-

namics provides the fundamental laws of the macroscopic system based on empiri-

cal observations. For example, the zeroth law states that when two systems are sep-

arately in equilibrium with the third one, all of them are in equilibrium with each

other, i.e. they have the same empirical temperature. In terms of conservation of

energy, the first law of thermodynamics defines a state function called internal energy

which changes by addition of heat to the system and the amount of work done on

the system. There are several processes which obey the law of conservation of en-

ergy, but they do not occur in nature. For example, heat flows from the hotter to the

colder body, but the reverse process is never seen. Similarly, a book resting on the

table does not jump from it by absorbing heat from the environment. These text-

book examples show that certain processes run only in one direction. Therefore, the

aim of the second law is to incorporate such observations in thermodynamics. It de-

fines a state function called entropy which never decreases over time for an isolated

system, i.e. entropy characterizes the irreversibility of processes. Can one under-

stand these thermodynamic laws from a microscopic point of view? Why does some

specific system show certain thermodynamic characteristics? Such questions can be

understood within the framework of statistical mechanics [58, 78, 74]. It uses prob-

ability theory with the classical or quantum mechanical equations of motion of the

microscopic degrees of freedom.

1.2 Equilibrium statistical mechanics

When a system is either isolated or in contact of reservoirs such as a heat reservoir,

particle reservoir, pressure reservoir etc., equilibrium statistical mechanics is generally
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applicable. Within this context, the macrostate of a system is specified by state vari-

ables such as number of particles, volume, temperature, internal energy, chemical

potential, etc., depending upon the constraints imposed on the system. For a given

constraint, one can write the probability of a configuration of the system, and the

observable properties can be evaluated, in principle, from it. For example, micro-

canonical ensemble is the collection of a large number of identical copies of an isolated

system composed of N particles in a volume V. Since the system is not interacting

with the surroundings, its energy U remains fixed. The postulate of equal a priori

probabilities states that any member of the ensemble is equally likely to be in any one

of the microstate. Therefore, the probability of the system to be in a given microstate

is given as P = Ω−1, where Ω is the number of microstates. In practice, energy

of the system is difficult to keep under strict control. Instead, a temperature T is a

suitable quantity which can be measured accurately using a thermometer, and can

be controlled by keeping the system in contact with a thermal bath of the constant

temperature T, resulting ensemble is called canonical ensemble. Here, the probability

of the system to be in a configuration of energy ES is given by the Gibbs-Boltzmann

distribution P(ES) = e−βES /Z(β), where β = 1/T and Z(β) is the partition function.

However, in some physical systems, there may arise a situation where the system not

only exchanges energy ES from the heat bath but also the number of particles N from

the surrounding particle reservoir. Consequently, both ES and N become fluctuating

quantities. In such case, the probability of a system to be in a configuration having

energy ES and number of particles N is given by P(ES, N) = e−β(ES−µN)/ZG(β, µ),

where ZG(β, µ) = ∑∞
N=0 ∑ES|N e−β(ES−µN) is the grand canonical partition function

and µ is the chemical potential of the system.

In general, there can be a number of ensembles depending upon the constraints

imposed on the system. Relaxing certain constraints allows the system to exchange

extensive quantities such as volume, energy, number of particles, etc., with the sur-

rounding environment. After a long time, the system and the surrounding achieve a

constant value of intensive variables such as temperature, pressure, chemical poten-

tial, etc., and extensive variables still fluctuate around the equilibrium values. Thus,

equilibrium statistical mechanics enables us not only to compute the ensemble aver-

age of the fluctuating extensive variables but also the magnitude of the fluctuations.
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1.3 Non-equilibrium statistical mechanics

Consider an electrical conductor whose extremities are connected to a voltage source.

When the voltage is non-zero, the electrical current flows through the electrical con-

ductor. The analogy of this setup in the context of heat conduction is a thermal con-

ductor whose ends are at different temperatures, and heat current flows across the

thermal conductor. These are the simplest examples of the system away from equi-

librium. In general, non-equilibrium phenomena cover a broader class of problems

in science. These phenomena can be observed in biology, chemistry, physics, math-

ematics, ecology, financial markets, etc. Here, the systems are driven out of equi-

librium by a continuous supply of energy from external agents such as temperature

gradient, chemical gradient, shear flow, electric or magnetic fields, etc. The external

field which drives the system is called affinity or generalized force. Within this con-

text, one is interested in the processes occurring between states of the system under

consideration. Equilibrium thermodynamics provides two methods where limited

information about such a system can be deduced: (1) one can study the initial and

final equilibrium states of the system, and understand the affect of the process, and

(2) extremely slow processes are compared with quasi-static processes where the

system is assumed to be in equilibrium at each point of the process (i.e. thermody-

namic variables can be defined). But both of these methods do not furnish proper

information about the rate of the physical processes. Nevertheless, linear irreversible

thermodynamics (extension to equilibrium thermodynamics) is the framework where

one can deduce the properties of the system close to equilibrium for which we can

define thermodynamic variables locally [15]. It is based on the postulates of equi-

librium thermodynamics and time-reversal invariance. Here, the rate of entropy

production is found to be the sum of the product of each affinity and its associated

flux. The nature of the flux depends upon the type of the system studied, i.e. purely

or non-purely resistive system. In the case of purely resistive systems (for example,

resistor), the local flux depends upon the instantaneous value of all affinities. When

the affinities are small, the local flux is related to the kinetic coefficients which itself

depends upon the intensive parameters. Moreover, the symmetry of kinetic coeffi-

cients is given by the Onsager reciprocity theorem using time-reversal symmetry. In the
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linear regime, one can study Seebeck effect, Thomson effect, Peltier effect, thermo-

electric effect, etc. For non-purely resistive system (for example, a circuit containing

inductance or capacitance), the local flux depends on the instantaneous value of the

affinities as well as their value in previous times. Here, the system properties can be

obtained using the fluctuation-dissipation theorem or the Kubo formula [75, 86].

When the system is driven far away from equilibrium, the theoretical under-

standing of it is rather poor. However, for a subset of non-equilibrium systems obey-

ing the Markov property, the time evolution of the probability of the system to be in

each configuration is given by the master equation (e.g. discrete state system) and

the Fokker-Planck equation (e.g. continuous state system) [70, 107, 45].

Consider a system characterized by a set of configurations {C1, C2, . . . , Cn}. Let

the probability of the system to be in configuration Cj at time t to be P(Cj, t). The

given system makes a random transition from a given configuration to the other (i.e.

stochastic evolution). Suppose at time t the system is in configuration Cj and jumps

to the configuration Ci at time t + dt. Under the Markov property, the transition

rate from Cj to Ci does not depend upon the previous history of the process, and

is denoted by W(Cj → Ci) = W(Ci, Cj). For simplicity, we have considered time-

independent transitions rates. The evolution of probability of the system to be in Ci

is described by the following master equation

d
dt

P(Ci, t) =∑
j 6=i

[W(Ci, Cj)P(Cj, t)−W(Cj, Ci)P(Ci, t)], (1.1)

=∑
j 6=i

[J(Cj → Ci)− J(Ci → Cj)], (1.2)

where in Eq. (1.1), the first term on right hand side is the gain-term due to the tran-

sition from all configurations Cj (where j 6= i) to Ci whereas the second term on the

right hand side is the loss-term due to the transition from the configuration Ci to all

Cj (where j 6= i). In Eq. (1.2), J(Ci → Cj) = W(Cj, Ci)P(Ci, t) is the probability current

from configuration Ci to Cj. Equation (1.1) can be rewritten in the matrix form:

d|P(t)〉
dt

= M|P(t)〉, (1.3)
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where the column vector is |P(t)〉 = [P(C1, t), P(C2, t), . . . , P(Cn, t)]T and the ma-

trix M is called the Markov or stochastic matrix whose matrix elements are Mii =

−∑j 6=i W(Cj, Ci), and Mij = W(Ci, Cj) for i 6= j. The Markov matrix has two im-

portant properties: (1) the off-diagonal and diagonal matrix elements have positive

and negative values, respectively, and (2) the sum of the column matrix elements

is equal to zero which indicates the conservation of probability. It also implies that

the stochastic matrix has a left eigenvector 〈χ| = (1, 1, . . . , 1) with eigenvalues zero,

i.e. 〈χ|M = 0. Therefore, there also exists a right eigenvector |Φ〉 with same eigen-

value (i.e. zero) for which M|Φ〉 = 0, i.e. |Φ〉 is the stationary solution of the master

equation which represent the stationary state of the system.

In the stationary state, the left hand side of Eq. (1.1) is identically zero. This

implies that

∑
j 6=i

[J(Cj → Ci)− J(Ci → Cj)] = 0. (1.4)

Two possibilities can be drawn from the above equation: either (1) the probability

current between any pair of configurations is same, i.e. J(Ci → Cj) = J(Cj → Ci) for

all Ci, Cj or (2) although the probability current between any pair of configuration is

not same yet the total probability current vanishes (see above equation).

It follows from possibility (1) that

W(Ci, Cj)Peq(Cj) = W(Cj, Ci)Peq(Ci). (1.5)

The above equation expresses the detailed balance property of the equilibrium system

with the probability measure Peq(Ci) of the configuration Ci. On the other hand,

possibility (2) indicates that the detailed balance does not hold, and there exists a

stationary probability current between any two configurations in the stationary state

and the respective state is called a non-equilibrium steady state.

1.4 Fluctuation relations

Equilibrium systems are well studied within the framework of equilibrium statistical

mechanics. Linear irreversible thermodynamics deals with the system close to equi-

librium. However, fluctuation relations go beyond the linear regime and are valid
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for systems driven arbitrary far away from equilibrium. These relations include

transient fluctuation theorem, steady state fluctuation theorem, Jarzynski equality,

Crooks work-fluctuation theorem, Hatano-Sasa relation, etc. In the following sub-

sections, we briefly discuss these fluctuation relations.

1.4.1 Fluctuation theorem

Evans et al. [32] performed molecular dynamics simulation of a certain number

of disks in a shearing fluid in two-dimension, interacting with Weeks-Chandler-

Anderson potential :

Φ(r) =


ΦLJ(r) + ε for r < 21/6σ,

0 otherwise.
(1.6)

In the above equation, ΦLJ = 4ε[(σ/r)12 − (σ/r)6] is the Lennard-Jones potential in

which r is the inter-particle separation, σ is the value of r at which ΦLJ(r) = 0, and

−ε < 0 is the depth of the potential. The boundary conditions were taken to be

Lees-Edwards periodic boundary conditions [33]. They analyzed the ratio of prob-

ability of induced shear stress in the direction and opposite to externally applied

shear rate in the non-equilibrium steady state. These induced stresses are related

to entropy production. The probability distribution function for entropy production

is computed. The distribution follows a remarkable symmetry property where the

probability of positive entropy production is found to be exponentially higher than

that of the negative one. This relation ensures that the violation of the second law

of thermodynamics appears for small intervals of time, and this violation decreases

as time progresses, i.e. the system will appear as time-irreversible as the observa-

tion time increases. The above symmetry relation is called the steady state fluctuation

theorem.

When the initial condition is chosen from a microcanonical ensemble, an anisotropy

in the temporal evolution of reversible deterministic system is observed by Evans

and Searles [34]. They found the ratio of weight of the trajectory segment to that of

the anti-trajectory segment using similar type of molecular dynamics simulation as
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in Ref. [32]. This observation concluded how irreversibility emerges with the ob-

servation time. It is shown that the entropy production follows the same symmetry

property as that of the steady state fluctuation theorem with the difference that the

present symmetry relation holds for any arbitrary time, and this theorem is called

the transient fluctuation theorem.

Gallavotti and Cohen [39] theoretically studied a model of a shear fluid in two-

dimensions, driven by a shearing rate into the non-equilibrium steady state. The

whole system was coupled to a heat bath of constant temperature. While the bound-

ary condition along the horizontal direction was chosen to be periodic, reflected

boundary condition was taken along the vertical axis. Using the chaotic assumption

for dynamics and time-reversal invariance, they proved the fluctuation theorem in

the steady state. Moreover, the consistency of the chaotic hypothesis was tested by

Gallavotti [40] by showing that the fluctuation theorems valid at an arbitrary driv-

ing field are the extension of the Green-Kubo formula and the Onsager reciprocity

theorem in the limit of zero driving field.

Later, fluctuation theorem for a system obeying Langevin dynamics was proved

by Kurchan [77], and the extension to this fluctuation theorem for the Markov pro-

cess was proposed by Lebowitz and Spohn [82].

In contrast to the earlier study on transient fluctuation theorem where the initial

ensemble was microcanonical and the dynamics was isoenergetic, Searles and Evans

[118] generalized this theorem for an arbitrary initial equilibrium ensemble such

as isokinetic ensemble, isothermal-isobaric, isoenergetic boundary-driven flow, etc.

They argued that the transient fluctuation theorem converges to the steady state

fluctuation theorem asymptotically in the large time limit, provided the system has

a unique steady state. Numerical results were also given by them to support the

possibility of the convergence.

In all of the above cases, fluctuation theorem has been understood when the

system under investigation was in contact with a thermostat, and the given system

was driven using mechanical fields. Later, Searles and Evans [117] considered a

cell maintained out of equilibrium using a thermal gradient. For this system, they

derived a fluctuation relation in terms of the logarithm of the ratio of the probability

density function of the total time-average entropy production having positive and
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negative values corresponding to the direction of thermal gradient and opposite to

it, respectively, in the transient regime. Furthermore, they argued that if the steady

state exists and is unique, the corresponding steady state fluctuation theorem will

be satisfied asymptotically (in the large time limit). Some of these results are given

in Ref. [35].

In brief, when a certain dissipation function A satisfies the fluctuation theorem,

the ratio of the probability of A having values +a to that of −a is given by

P(A = +aτ)

P(A = −aτ)
∼ eaτ. (1.7)

In the above equation, the quantity A is an extensive quantity that scales with the

observation time τ. Therefore, it is clear from Eq. (1.7) that as the observation time

gets longer, the system will appear time irreversible which is consistent with the

second law of thermodynamics. In the case of the transient fluctuation theorem, the

sign ∼ is replaced by the sign = whereas for the steady state fluctuation theorem,

the sign ∼ implies the logarithmic equality:

lim
τ→∞

1
τ

ln
P(A = +aτ)

P(A = −aτ)
= a. (1.8)

1.4.2 Jarzynski’s equality

When some work is performed on a system (e.g. gas, rubber band, spins, etc.) by

changing a parameter (e.g. length of the rubber band, volume of the cylinder con-

straint by a piston, external electric or magnetic field, etc.) with a finite rate, from

standard thermodynamics we find that the average work done on the system is

〈W〉 ≥ ∆F, (1.9)

where the angular brackets show the average over many realizations for a fixed pro-

tocol of variation of the parameters, and ∆F is the change in the free energy between

the initial and final state. The difference between 〈W〉 and ∆F is the dissipated work

during an irreversible process. Jarzynski [61, 60, 62] replaced the above inequality
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with the following relation

〈e−βW〉 = e−β∆F, (1.10)

where β is the inverse temperature of the heat bath. Equation (1.10) is independent

of the path over which the protocol is being carried out as well as the rate of change

of the parameter. One can utilize the above relation to compute the equilibrium free

energy difference ∆F from the non-equilibrium work done. Notice that Eqs. (1.9)

and (1.10) are related to each other by the Jensen’s inequality: 〈ex〉 ≥ e〈x〉.

1.4.3 Crooks relation

Jarzynski proved the relation (1.10) for systems obeying deterministic dynamics, and

stochastic dynamics. The generalization of Jarzynski’s equality was given by Crooks

for microscopically reversible systems having Markovian dynamics [24, 25, 26]. He

proved the following relation

P(i0|λ0)PF(i0
λ1−→ i1

λ2−→ i2
λ3−→ it3 . . . it f−1

λt f−→ it f )

P̃(it f |λt f )PR(i0
λ1←− i1

λ2←− i2
λ3←− it3 . . . it f−1

λt f←− it f )

= eβ(W−∆F), (1.11)

where it and λt label the internal state of system and the value of the externally

controlled parameter at time t, respectively, and subscripts F and R correspond to the

forward and reverse process, respectively. The probabilities of an initial equilibrium

state for the forward and reverse process, respectively, are P(i0|λ0) and P̃(it f |λt f )

for a given parameter. Utilizing the above expression, Crooks found a remarkably

beautiful symmetry relation for the work done called the Work-Fluctuation Theorem:

PF(W)

PR(−W)
= eβ(W−∆F). (1.12)

Further, Crooks proved the Jarzynki equality by taking the ensemble average of

e−βW using the above relation. Equation (1.12) is similar to the Evans-Searles fluc-

tuation theorem [34]. While the former case corresponds to asymmetry in the dis-

tribution of forward and reverse trajectories emanated from respective initial equi-

librium distributions, the latter relates the probability of trajectories to that of anti-

trajectories starting from the same initial equilibrium distribution.
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1.4.4 Hatano-Sasa relation

Oono and Paniconi [92] gave a framework called the steady state thermodynamics, to

study the transitions between different non-equilibrium steady states. Using this

framework, Hatano and Sasa [57] generalized the Jarzynski relation for transition

between non-equilibrium steady states to 〈e−βQex−∆φ〉 = 1, where the angular brack-

ets show the average over the set of all paths from the given initial steady state

distribution ρss(x0; α0) in which x0 is the state of the system and α0 is the set of con-

trol parameters at time t0. The quantity ∆φ = − ln ρss(xt; αt) + ln ρss(x0; α0), and

Qex = Qtot − Qhk is the excess heat associated with the transition between different

steady states due to the variation of the parameter α, Qhk is called the house keeping

heat which continuously dissipates to maintain the non-equilibrium steady state at

a fixed parameter α, and Qtot is the total heat. Note that in equilibrium, the house

keeping heat vanishes and the excess heat becomes the total heat [57, 116].

1.5 Stochastic thermodynamics

Consider a gas of classical particles confined in a cylinder. The evolution of these

particles is governed by the Newton’s equation of motion. In principle, properties of

the system can be derived from the solutions of the Newton’s equations or from the

deterministic trajectories of the system. Since these equations of motion are time-

reversible, there do exist anti-trajectories which obey the same equations of motion.

For a reversible system, probability of trajectories and that of anti-trajectories should

be equal, and the ratio quantifies the irreversibility of a system. According to the sec-

ond law of thermodynamics, the probability of anti-trajectories should be equal to

zero. Therefore, one of the central questions in statistical mechanics is how does irre-

versibility emerge from the reversible dynamics of the system? One of the successful

attempts in this direction are the fluctuation relations. These relations shed light on

the irreversibility of a system which emerges when the system size or observation

time is large. At these observation scales, the probability of trajectories violating the

second law is vanishingly small, i.e. the second law holds for large system or at large

observation time.
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As the system size reduces, fluctuations become predominant, and the trajecto-

ries violating the second law of thermodynamics appear more frequently as com-

pared to a large scale system. Therefore, a lot of research is going on in understand-

ing fluctuation relations using small-scale systems such as a Brownian particle (col-

loidal particle), DNA molecules, proteins chains, enzyme molecules, small chemical

networks, molecular motors, etc. Within this context, stochastic thermodynamics [123,

125, 3] extends the notion of work, heat, etc., for small-scale system at the level of

stochastic trajectories of a non-equilibrium ensemble where the change in the in-

ternal energy, heat dissipation, and the work done follow the energy conservation

principle (first law of thermodynamics).

For a macroscopic system, the second law of thermodynamics sets a bound on

the entropy change between two states, i.e. it always remains non-negative. The

fluctuation theorem extends this bound into an exact equality. It gives the symmetry

relation between the probability of positive entropy production and that of negative

entropy production. Positive entropy production corresponds to those trajectories

which obey the second law of thermodynamics while trajectories violating the sec-

ond law belong to negative entropy production. It suggests that there should also be

a notion of entropy at the level of a single trajectory. Seifert [121, 120, 122] identified

the entropy production along a single stochastic trajectory of the non-equilibrium

process. This entropy production consists of two parts: the entropy production in

the bath ∆Smed due to the heat exchanged by the system and the bath, and the en-

tropy production of the system ∆Ssys. The sum of these two parts is called the total

entropy production ∆Stot = ∆Ssys + ∆Smed. In the initial derivations of the fluctuation

theorem, it was assumed that the total entropy production is only due to ∆Smed. This

is because the entropy production of the system ∆Ssys does not scale with time and

hence it does not contribute to ∆Stot for a system having bounded energy in the long

time limit. Therefore, the fluctuation theorem for ∆Smed tends to hold as observation

time increases. When both of these parts (∆Ssys and ∆Smed) are considered, the total

entropy production ∆Stot in the non-equilibrium steady state obeys the following

fluctuation theorem
P(∆Stot)

P(−∆Stot)
= e∆Stot (1.13)
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for all time. From the above equation, one can recover the integral fluctuation theorem:

〈e−∆Stot〉 = 1 which also implies 〈∆Stot〉 ≥ 0. It implies that on average, the second

law of thermodynamics is valid.

In the following section, we give a brief introduction to a framework which is

helpful in obtaining the probability density function of stochastic quantities.

1.6 Large deviation theory

In this thesis, we focus on small systems driven out of equilibrium. Since fluctua-

tions play a significant role, the value of an observable varies from one realization

to the other. Hence, they have a probability distribution function instead of a sharp

peak at the most probable value. Unlike equilibrium statistical mechanics, there is

no general rule to obtain the probability distribution of observables of the driven

system. Therefore, one has to compute them from first principles. Within this con-

text, Large Deviation Theory [136] is a remarkable framework where one may obtain

them. This theory was initiated by Cramér in 1930, and developed by Donsker and

Varadhan and by Freidlin and Wentzell. The framework deals with the exponential

decay of the probability distribution of the stochastic processes, and is the extension

or refinement of the Central Limit Theorem, the law of large number, etc. In the fol-

lowing, we give an example to understand the connection between large deviation

theory and the central limit theorem.

1.6.1 Coin tossing experiment

Consider an experiment where N unbiased coins are tossed. Let NH and NT be the

number of heads and tails, respectively, such that N = NH + NT. Since the coins are

unbiased, the probability of getting either a head or a tail for a single coin is equal,

i.e. PH = PT = 1/2. Now, the question is, what is the probability of getting H

number of heads?

We associate a random variable xi with the ith coin such that xi = 1 when head

appears, and 0 otherwise. Thus, the total number of heads is NH = ∑N
i=1 xi. The

mean number of heads µ and variance σ2 are given by µ = 〈NH〉 = N/2 and σ2 =

〈N2
H〉 − 〈NH〉2 = N/4.
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The distribution of the number of heads in the large N limit is given by the central

limit theorem [136]

PCLT(NH = H, N) ≈ 1√
2πσ2

exp
[
− (H − µ)2

2σ2

]
. (1.14)

However, the exact probability of getting NH = H number of heads is given by the

binomial distribution:

PBD(NH = H, N) =
N!

2N H!(N − H)!
. (1.15)

The probability of exactly N heads (large fluctuations) obtained from Eqs. (1.14) and

(1.15) are PCLT(H = N, N) ≈ e−N/2 and PBD(H = N, N) = e−N ln 2, respectively.

Therefore, it is clear that the central limit does not give the correct result far from

H = µ + O(
√

N).

In the large N limit, we can use the Stirling formula (N! ≈ NNe−N
√

2πN) to

approximate Eq. (1.15) which gives the probability density function for a fraction of

heads r = H/N

p(r) ≈
√

N√
2πr(1− r)

eNI(r), where (1.16)

I(r) = −[r ln r + (1− r) ln(1− r) + ln 2] (1.17)

is the large deviation function [136] in which r ∈ (0, 1). It can be seen that I(r∗) =

I′(r∗) = 0 at r = r∗ = 1/2. The expansion of the large deviation function I(r) about

r = r∗ yields I(r = r∗) = −2(r− 1/2)2 + . . . . Therefore,

p(r) ≈
√

2N
π

e−2N(r−1/2)2
. (1.18)

The above equation is the same as given by Eq. (1.14). In Fig. 1.1(a), we show the

comparison of the analytical results given by Eq. (1.16) and analytical results ob-

tained from the central limit theorem (1.18) with the numerical simulation. From the

figure, it is clear that the result obtained from the central limit theorem is valid for

r = 1/2 +O(1/
√

N). One more observation one can draw from Fig. 1.1(b) is that as

the number of coins N increases, the fraction of heads r converges to a typical value

r∗ = 1/2. This implies NH/N → 1/2 as N → ∞ (Law of large number).
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FIGURE 1.1: (a): The probability density functions p(r) given by
Eq. (1.16) (red dashed line) and Eq. (1.18) (black dotdashed) are plot-
ted against the fraction of heads r. Blue dots are obtained from nu-
merical simulation. In figure, LDT and CLT represent the large devi-
ation theory and central limit theory results, respectively. (b): Figure
indicates that the probability density function p(r) given in Eq. (1.16),
concentrates around the typical value of the fraction of heads, i.e. at

r∗ = 1/2, as the number N increases.

The probability p(r) ≈ eNI(r) for large N, is an example of the large deviation

form of the distribution in which the large deviation function I(r) captures both

typical as well as atypical fluctuations of r around its most probable value.

In the above example, we knew the exact distribution, and were also able to

write down the large deviation form of distribution using the Stirling approxima-

tion. In general, it may not be possible to obtain the probability distribution of cer-

tain stochastic observables which involve continuous random variables, non-IID (in-

dependent and identical) random variables (discrete and continuous), etc., by either

computing directly or using of approximation formulae such as the Stirling formula.

Nevertheless, Gärtner-Ellis theorem [136] provides a platform to obtain the large de-

viation form of distribution which is summarized as follows.

For a random variable Ω, the scaled cumulant generating function is given by

µ(λ) = lim
N→∞

1
N

ln〈e−λΩ〉, where λ ∈ R (1.19)

and

〈e−λΩ〉 =
∫

e−λΩP(Ω)dΩ. (1.20)

If µ(λ) exists and is differentiable for all λ, then Ω satisfies the large deviation prin-

ciple, i.e. P(Ω = ωN) ≈ eNI(ω). The large deviation function I(ω) is related to the
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scaled cumulant generating function µ(λ) using the Legendre transform

I(ω) = µ(λ∗) + λ∗ω, (1.21)

where λ∗(ω) is the saddle point solution of the following equation

∂µ(λ)

∂λ

∣∣∣∣
λ=λ∗

+ ω = 0. (1.22)

In the following, we compute the probability distribution of the number of heads NH

of the above given problem of the coin tossing experiment using the large deviation

theory. The scaled cumulant generating function corresponding to NH = ∑i xi is

given by [using Eq. (1.19)]

µ(λ) = lim
N→∞

1
N

ln〈e−λ ∑i xi〉. (1.23)

Since the x′is are independent of each other, we write

µ(λ) = lim
N→∞

1
N

ln
N

∏
i
〈e−λxi〉. (1.24)

In our case, xs
i are drawn from an identical distribution, and attain values 0 and 1

with equal probability (i.e. probability for each outcome is equal to 1/2). Thus, we

get

µ(λ) = ln〈e−λx〉 = ln
1 + e−λ

2
. (1.25)

Therefore, the large deviation function I(r) given in Eq. (1.17) can be obtained using

Eq. (1.21), where the saddle point λ∗(r) = ln 1−r
r in which r = NH/N. Thus, the

large deviation form of the distribution is given by p(r) ≈ eNI(r).

In equilibrium statistical mechanics, properties of many particle systems are de-

scribed at the probabilistic level by statistical ensembles such as microcanonical en-

semble, canonical ensemble, etc. In the thermodynamic limit, the probability of out-

come of a macrostate concentrates around the typical value. Within the framework of

large deviation theory, the probability of outcome of a macrostate follows the large

deviation principle as it attains a sharp peak at the most probable or equilibrium
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value in the limit of large number of constituents particles. Moreover, the probabil-

ity of departure from the equilibrium value is exponentially small as the number of

particles increases. Therefore, the study of equilibrium states and their fluctuations

in an ensemble is reduced to the study of large deviation functions. It turns out that

the entropy functions and the free energies are actually the large deviation function

and scaled cumulant generating function, respectively, and both of them are related

by the Legendre transform.

The analogy of equilibrium and non-equilibrium statistical mechanics can be

made by identifying an extensive parameter such as number of particles, volume of

the container, etc. as in the equilibrium picture. For dynamical systems, time serves

as an extensive parameter which controls the large deviation principle. Driven sys-

tems can be of two types: (1) the state of the system has non-stationary probability

distribution function for all time, and (2) the system reaches the steady state in the

long time limit. In this thesis, we focus on systems of type (2) and compute the

observables in the steady state (except in Chapter 7 where we compute the observ-

ables in the transient regime). Even for this type of system, a general principle to

obtain the state’s probability from the knowledge of system invariants or external

constraints is not known. To understand the observable statistics of a driven system,

we first need to find the probability of state of a system from first principles. Once

this is known, using the large deviation principle, one can obtain the large devia-

tion form of the probability density function of the observable that are functionals of

state of a system.

In the following, we give a brief overview of both recent theoretical and experi-

ment studies on the fluctuations of stochastic quantities in non-equilibrium systems.

1.7 Theoretical investigations on probability density func-

tion and fluctuation relations

Mazonka and Jarynski [88] proved the non-equilibrium work relation for free energy

differences, transient fluctuation theorem, steady state fluctuation theorem, and de-

tailed fluctuation theorem for time average entropy production using a Brownian

particle in a harmonic trap whose center was moved with constant velocity in a heat



18 Chapter 1. Introduction

bath of constant temperature. Farago [36] identified injected and dissipated powers

to a Brownian particle from the Langevin equation, and computed the probability

density function for these powers using the path integral formalism. Moreover, the

large deviation functions were also computed, and it was shown that the large devi-

ation function does not depend on the pinning potential to the Brownian particle. In

Ref. [150], stationary and transient work fluctuation theorems were investigated for

a Brownian particle trapped in a harmonic confinement whose center was moved

with a given velocity in a heat bath. Subsequently, an extension to the steady state

fluctuation theorem for heat absorption by a Brownian particle was given in Refs.

[151, 149]. For non-equilibrium chemical reactions with time-independent rates, the

fluctuation theorem was studied by Gaspard [42]. Similarly, a fluctuation theorem

for an enzym was shown in Ref. [119]. Speck and Seifert [128] used a model of

a colloidal particle in a periodic potential, driven by a time-dependent force. The

periodic potential was modulated by an externally controlled time-dependent pa-

rameter. They have shown that the house keeping heat satisfies an integral fluctu-

ation theorem: 〈e−βQhk〉 = 1. Gomez-Marin and Sancho [47] studied a model of a

Brownian transducer to observe the heat flow, and analyzed the exchange fluctua-

tion theorem. In Ref. [143], the probability density function and the large deviation

function for a heat flow from the hot bath to a Brownian particle is studied by Visco

in a model of a Brownian particle coupled to two heat baths of distinct tempera-

tures. It was shown that tails of the large deviation function are strongly influenced

by the initial conditions (either fixed initial condition or drawn from a steady state

distribution) even in the infinite time limit. Consequently, a modification of the fluc-

tuation theorem for time average flux was observed. Touchette and Cohen [135]

studied the statistics of work done on a Brownian particle confined in a harmonic

trap whose minimum was moved with constant velocity in the fluid having Lévy

noise. In this case, authors computed the distribution of work done in the station-

ary state, and showed that it has fat power law tails which cause the violation of

the conventional fluctuation theorem. Taniguchi and Cohen [134] used a Brownian

particle confined in a harmonic trap as a model. The system was maintained in a

non-equilibrium steady state by moving the trap with constant velocity in the fluid

at a constant temperature. Using this model, they extended the Onsager-Machlup
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theory in the non-equilibrium domain and the entropy production rate was intro-

duced using path probability. Moreover, the energy conservation law and second

law of thermodynamics were derived by them in non-equilibrium thermodynamics,

and the extended fluctuation theorem for heat flow was also studied for this model.

Jayannavar and Sahoo [63] considered a model of a charged particle confined in a

two-dimensional harmonic trap in the presence of a magnetic field. This setup was

in contact with a heat reservoir at a constant temperature. The work distribution was

computed using two non-equilibrium protocols: the minimum of the potential was

dragged with constant velocity, and an AC field was applied to the charged particle

in one direction. For both cases, Jarzynski’s equality was verified, and they showed

that this equality is consistent with the Bohr–van Leeuwen theorem which states

that there will be no diamagnetism for a classical statistical system. For Markovian

dynamics, Harris and Schütz [56] proved fluctuation relations such as integral fluc-

tuation relation for entropy, Jarzynski equality, Crooks fluctuation theorem, Evans-

Searless fluctuation relation, etc. In contrast to earlier work by Taniguchi and Co-

hen where only the transient fluctuation theorem was discussed [134], in Ref. [132],

authors studied the fluctuation theorem in the non-equilibrium steady state of work

done on a harmonically confined Brownian particle dragged in a fluid, and the effect

of an inertial term (ratio of mass to friction constant) is also studied. Subsequently,

using the extended Onsager-Machlup theory for a non-equilibrium steady state, au-

thors identified work done and heat flow in the non-equilibrium process [133, 22].

Saha and Jayannavar [111] studied Jarzynski equality and Crooks fluctuation theo-

rem using a model of a charged particle in a two-dimensional harmonic trap in the

presence of a time-dependent magnetic field. Mehl et al. [90] used a model of a

colloidal particle driven along the toroidal geometry into a non-equilibrium steady

state using a constant force. In addition to that, a periodic potential was also intro-

duced. The large deviation function for entropy production in the bath was stud-

ied in this model, and they showed that the large deviation function has the kink

behaviour at zero entropy production for an appropriate choice of external force and

amplitude of the periodic potential. Baule and Cohen [4] extended the work given

in Ref. [135] by considering the statistics of noise from the bath to be an asymmetric

Poissonian shot noise. They computed the large deviation of work distribution and
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the corresponding fluctuation theorem in the non-equilibrium steady state. Using a

similar model given in Ref. [63], with the modification that the minimum of the po-

tential was now moved with an arbitrary time-dependent manner, Jiménez-Aquino

et al. [65] computed the statistics of total work done on a Brownian particle by the

harmonic force, and the corresponding transient fluctuation theorem for it was ana-

lyzed. Moreover, results were compared with the Ref. [63]. Furthermore, the statis-

tics of work done on a Brownian particle and total entropy production for a model

system of a Brownian particle confined in a two-dimensional trap driven by electro-

magnetic field were studied by Jiménez-Aquino et al. [66, 64]. Lahiri and Jayannavar

[80] considered a Brownian particle in a double well potential, driven by a periodic

force, and computed numerically the integral and detailed fluctuation theorems for

the total entropy production in the non-equilibrium time periodic state. In another

work, Saha et al. [112] used a model system of a harmonically confined Brownian

particle in a fluid at a constant temperature. Two driving protocols in the theory

were used: the particle was driven by an external time-dependent force, and the

minimum of the potential was dragged with an arbitrary time-dependent protocol.

They have argued that the total entropy production satisfies the detailed fluctuation

theorem even in the transient regime when the initial distribution of the system is a

canonical one. For a harmonic chain connected to two heat baths of distinct tempera-

tures, Kundu et al. [76] studied the statistics of heat flow across the harmonic chain.

Sahoo et al. [113] computed the probability density functions for classical work,

thermodynamic work, total entropy production, and dissipated heat, and showed

that the most probable values of thermodynamic work and total entropy production

occurred in atypical regime (the regime which is absent for macroscopic systems)

while for the other two observables, peaks were found in the typical regime. Using

Darrida-Brunet approach, the heat fluctuation for a harmonically bound Brownian

particle connected to two heat baths was observed by Fogedby and Imparato [37],

and it was shown that the large deviation function is insensitive to the strength of

the confining potential. Later, authors of Ref. [38] computed the statistics of heat

flow through the harmonic chain connected to two heat baths of distinct tempera-

tures. Saito and Dhar [115] computed the cumulant generating function for heat flow
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through a three-dimensional cubic crystal whose ends were coupled with heat reser-

voirs of different temperatures and showed that the cumulant generating function

satisfies Gallavotti-Cohen symmetry. Sabhapandit [110, 109] obtained exact proba-

bility density function and large deviation function in the non-equilibrium steady

state for heat flow across the harmonic oscillator driven by a thermal gradient, and

for work done on the harmonic oscillator driven by an external stochastic force, cou-

pled to a heat bath. Pal and Sabhapandit computed the exact expression for the large

deviation function and probability density function for work done on a harmonically

coupled Brownian particle whose minimum was modulated by Ornstein-Uhlenbeck

(OU) process in the overdamped regime [94], and for a free Brownian particle driven

by OU process in the underdamped regime [93]. Consequently, for both cases, va-

lidity of work fluctuation theorem was shown in the parameter space. In contrast

to deterministic driving protocol, two models where a two-level system is coupled

to another two-level system, and an OU process coupled to another OU process,

were studied by Verley et al. [140] to understand work statistics. Recently, a tran-

sient exchange fluctuation theorem for heat was proven by Pal et al. [95] within the

framework of Hamiltonian dynamics in both classical and quantum regimes.

1.8 Experimental investigations on probability density func-

tion and fluctuation relations

Wang et al. [144] tested the integrated transient fluctuation theorem by dragging a

optically trapped micron-sized transparent particle in a solvent of constant temper-

ature. They observed appreciable violations of the second law of thermodynamics

for a small system and for short time. Theoretical studies based on this model are

given in Refs. [150, 151, 149]. Hatano-Sasa relation which deals with the transition

between different steady states was tested by Trepagnier et al. [138] by moving a

microscopic bead which was optically trapped in a harmonic confinement, in the

water. van Zon et. al [148] made an analog of the experiment done by Wang et

al. [144] onto an electrical circuit, and tested the transient and stationary state fluc-

tuation theorems for heat and work done. A setup similar to Ref. [144] was used

by Carberry et al. [16] to test the transient fluctuation theorem in which strength
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of the stationary optical trap was changed discontinuously, and entropy production

was observed from the relaxation of a colloidal particle by changing the strength of

the trap. Wang et al. [145] used similar setup of an optically trapped particle [144],

the minimum of the trap was now translated linearly and circularly, and the fluc-

tuation theorem in the stationary state was observed. Using an experimental setup

consisting of a resistor and capacitor connected in parallel, and driven away from

equilibrium by supplying electrical current, Garnier and Ciliberto [41] observed the

fluctuations of injected power in the circuit and the dissipated power in the resistor.

The fluctuation theorem for these quantities was also studied by them. Douarche et

al. [30, 28] considered a mechanical torsional pendulum made of a brass wire with

a mirror glued in the middle of it. The whole setup was immersed in a cell filled

with a fluid having definite viscosity. A small electric coil was fixed with the brass

wire in the back of a mirror, and two magnets facing each other with the opposite

poles in front of each other were placed. The system was set out of equilibrium by

varying the electric current through the coil. In this setup, they verified the Jarzyn-

ski equality and Crooks fluctuation theorem, and showed that these results were

found to be independent of the amplitude of the driving, dissipation, and the rate of

the driving protocol. Subsequently, the same setup was utilized to understand the

transient and steady state fluctuation theorem for work done [29] on the torsional

pendulum. Blickle et al. [8] tested experimentally the stochastic formulation of the

first law, Jarzynski equality and work fluctuation theorem for a colloidal particle in

a time-dependent non-harmonic trap. Speck et al. [129] studied the distribution and

fluctuation theorem of total entropy production in the non-equilibrium steady state

in an experiment consisting of a colloidal particle in a periodic potential trapped in a

toroidal geometry and driven by a constant external force. Imparato et al. [59] used a

model where a Brownian particle (overdamped regime) was in a heat bath driven by

a time-dependent potential, and computed the probability density function for work

and heat flow analytically and verified these results in the experiment. Joubaud et

al. [67] used the setup given in Ref. [30] to compute the probability distribution

of work done and the heat in both stationary and transient regimes, and tested the

corresponding fluctuation theorems. Using the experimental setups given in Refs.

[41, 30], authors [68] studied the fluctuation theorem for total entropy production in
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the non-equilibrium stationary state. Ciliberto et al. [21] measured the fluctuations

of heat flux and the entropy production in a coupled electric circuit in the presence

of thermal gradient. Bérut et al. [14] used two hydrodynamically coupled Brow-

nian particles in two separate optical quadratic confinements. The hydrodynamic

coupling between particles was due to the motion of the surrounding fluid. One of

the traps was driven using stochastic driving which yielded a temperature gradient

among the particles. The energy flow and correlation of positions were studied in

this experiment, and compared with the analytical results. Subsequently, the same

experimental setup was used to understand the stationary and transient fluctuation

theorem for heat flux by Bérut et al. [6]. Gieseler et al. [44] used a vacuum trapped

nanoparticle to analyze the validity of the fluctuation theorem for relative entropy

change occurring during the relaxation from the non-equilibrium steady state. In

Ref. [146], authors experimentally showed that entropy production in the case of

strongly coupled plamas, satisfies the fluctuation theorem. Some brief reviews on

fluctuation theorems with theoretical and experimental investigations are given in

Ref. [20, 19, 18, 108, 13].

1.9 Outline of the thesis

In this thesis, we have focused on small systems immersed in a heat bath at con-

stant temperature. Since the length scale of the system is small, fluctuations play a

significant role in the dynamics of these small systems. The evolution of the config-

uration of a system is governed by the Langevin equation. In the absence of external

driving, the system remains in the equilibrium state as it does not produce entropy.

These systems can be maintained out of equilibrium by driving them using exter-

nal sources such as time-dependent fields, stochastic driving, deterministic driving,

shear flow, periodic driving, etc. Similarly, a system can also be driven be connecting

its ends to a temperature or chemical potential gradient. Here, we have considered

those systems which are either driven by stochastic driving or by thermal gradient

into the non-equilibrium steady state (except Chapter 7).

In non-equilibrium statistical mechanics, fluctuation theorems are the symmetry



24 Chapter 1. Introduction

relations obeyed by the probability density function of the certain stochastic observ-

ables such as total entropy production, entropy change in the medium, heat flow,

work done, etc. When these relations hold, the symmetry properties or the fluc-

tuation theorems are independent of the system and the choice of driving protocol

considered. In contrast to this, the probability density functions of these observables

do not have universal behavior, i.e. these are system specific and also depend upon

the choice of external driving. In past two decades, several attempts have been made

to estimate the probability density functions and the large deviation functions of cer-

tain observables in different systems along with different choices of external forces

(see Secs. 1.7 and 1.8). The aim of this thesis is to extend our theoretical understand-

ing of the distribution of stochastic observables and their fluctuation relations.

Consider a system consisting of many interacting degrees of freedom in a heat

bath of constant temperature. The relaxation time of the bath molecule is much

smaller than that of the individual degrees of freedom of the system. We refer to the

system and the bath degrees of freedom as slow and fast variables, respectively. In

the presence of external driving, the system produces entropy. Evidently, the total

entropy production of the system in the steady state satisfies the fluctuation the-

orem [see Eq. (1.13)]. In some experiment, there may arise a situation where the

full knowledge of the system is not available (see Chapter 2). The cause of this

partial information may be due to hidden variables present in the system. Due to

interaction between the observed and the hidden degrees of freedom, the entropy

produced from observed degrees of freedom is not the same as that for complete

system (observed plus hidden variables). Therefore, one may expect that the fluctu-

ation theorem for such entropy production in the steady state would not hold. In the

opposite limit, when the interaction between the observed and the hidden degrees

of freedom is sufficiently weak, one might guess that the entropy produced from the

partial system may satisfy the fluctuation theorem in the steady state. In this thesis

(Chapters 2– 5), we have given some model systems where one may see deviations

from the fluctuation theorem of entropy production of a partial system even in the

weak coupling limit. We have shown the mechanism and the possible cause of devi-

ation from the fluctuation theorem for entropy production of a partial system in the

weak coupling limit. In addition to that, we have also shown a recipe with which
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the effect of the weak coupling can be diminished. It is worth mentioning that such

a technique is quite useful while observing certain quantities in an experiment when

the source of the weak coupling is not known.

In Chapter 2 [52, 53], we consider two Brownian particles in the heat bath, cou-

pled via harmonic interaction. The system is driven into the non-equilibrium steady

state using the stochastic driving on each particle. In the weak coupling limit, we

observed the deviation from the fluctuation theorem for total entropy production by

one of the particle in the coupled system in the steady state. In Chapter 3 [54], we

study a coupled Brownian particle system (A and B) in which one of the particles

(say A) is connected to a thermal gradient and the other one (say B) is connected to

a single heat bath. The interaction between these two particles is harmonic. In the

steady state, fluctuation of total entropy production due to particle A in the coupled

system is computed and the deviation from the fluctuation theorem corresponding

to it is observed. In contrast to Chapters 2 and 3 where the entropy production of

the partial system may not satisfy the fluctuation theorem even in the weak coupling

limit, we give a model system of two harmonically interacting Brownian particles in

a harmonic confinement in Chapter 4 [52, 53, 51]. The whole system is in contact

with a heat bath at constant temperature. Both of these particles are driven by ex-

ternal stochastic Gaussian forces. In the weak coupling limit, total entropy produc-

tion of one of the particles in the coupled system is studied, and we show that the

fluctuation theorem in the steady state in this case is satisfied. In all of the previous

chapters, we consider the system consisting of slow degrees of freedom and the fluc-

tuation theorem for the total entropy production of part of the system observed in

the steady state in the weak coupling limit. However, in Chapter 5 [54], we consider

a single Brownian particle connected to three heat baths (B1, B2, and B3) of distinct

temperatures. The coupling between one of the baths (say B3) to the given Brownian

particle is considered to be weak. Therefore, a slow degree of freedom is weakly

coupled to a box of fast degrees of freedom. In this case, we observe the deviation

of fluctuation theorem for total entropy production of the Brownian particle due to

heat baths B1 and B2. In the weak coupling limit, the fluctuation theorem holds for

this case.

In macroscopic thermodynamics, a heat engine performs in a cyclic manner by
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consuming the heat from a higher temperature reservoir and dumping a certain

amount of heat in a cold reservoir. During this cycle, the amount of work extracted

is the difference between the absorbed heat and the dumped heat. When this engine

performs in the quasi-static regime as well as reversibly, the efficiency is given by

Carnot’s efficiency which is the maximum efficiency a reversible engine can achieve.

However, in the microscopic regime where fluctuations are predominant, the out-

put work and the heat absorbed by an engine become stochastic quantities. Conse-

quently, the efficiency has a distribution function.

In Chapter 6 [55], we investigate the stochastic efficiency of an isothermal work-

to-work converter machine composed of a Brownian particle, immersed in a heat

bath of constant temperature. This Brownian particle acts as the working substance

of the engine. Two external forces are applied on the engine called load and drive

forces. The probability density function and the large deviation function of stochas-

tic efficiency (output work/input work) of this engine are studied. In Chapter 7, we

consider a one-dimensional isothermal machine composed of two Brownian parti-

cles where one of the particles is confined in a harmonic trap. We attach a constant

load to the free particle and drag the harmonic trap with a constant velocity to lift

the load. For a given duration of time, we compute the efficiency of this machine

and its probability density function in the transient regime.
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Chapter 2

Fluctuation theorem for partial

entropy production in a coupled

Brownian particle system

The total entropy production in the non-equilibrium steady state follows a remark-

able symmetry relation called fluctuation theorem for all time. When a certain part

of the system is masked or hidden, it is difficult to infer the exact estimate of the total

entropy production. Entropy produced from the observed part of the system shows

significant deviation from the steady state fluctuation theorem. This deviation may

occur due to an interaction between the observed and the masked part of the system.

A naive guess would be that the deviation from steady state fluctuation theorem

may disappear in the limit of small interaction between both parts of the system.

In contrast, we investigate the entropy production due to particle A in a harmoni-

cally coupled Brownian particle system (say, particle A and B) in a heat reservoir at a

constant temperature. The system is maintained in the non-equilibrium steady state

using stochastic driving. When the coupling between particle A (observed) and B

(unobserved) is considered to be infinitesimally weak, the fluctuation theorem for

total entropy production of particle A in the coupled system is studied. Numerical

simulations are performed to support the analytical results.
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Brownian particle system

2.1 Introduction

Small systems in the contact of a heat bath evolve according to stochastic dynamics

[70, 152]. When such systems are driven out of equilibrium by some external forces,

the value of the observables such as heat, work done, entropy production, etc. vary

from one measurement to the other [123, 125, 3]. Consequently, the histogram of

observable contains much information than their ensemble average value. Since

these observables are functional of the state of a system, the complete knowledge of

the system is desirable.

For a complex stochastic system where a number of coupled degrees of free-

dom (DOFs) are present, it is difficult to track all of them. In such a scenario, we

might have partial information which is utilized to estimate the observables. In this

direction, several efforts have been made to understand the fluctuations of the ob-

servables when complete information is not available. For example, Shiraishi and

Sagawa [126] generalized the fluctuation theorem for a partially masked system.

They defined partial entropy production for a subset of all transitions and showed

that it satisfies the integral fluctuation theorem. In Ref. [71], the authors introduced

the definition of hidden entropy production which is the difference between irre-

versible entropy production between the original and reduced dynamics and proved

that such hidden entropy production satisfies the integral fluctuation theorem. Ra-

hav et al. [105] considered a Markov jump process on a set of a finite number of

states. The jump from a given state to another state is described by a transition

rate. Assuming certain transition rates higher than other ones, the whole network

of states is then mapped to a group of clusters. This type of coarse-graining modi-

fies the entropy production, and they showed that the coarse-grained entropy satisfies

the fluctuation theorem provided the transition rates of the system to jump within

clusters are sufficiently high. Similar results found in Ref. [85] where authors have

discussed the projection of Markov process with constant transition rates to a smaller

number of observable aggregated states, and the resulting entropy production on the

set of all aggregated state satisfied both detailed and integral fluctuation theorems.

Puglisi et al. [104] showed an example where decimation of certain fast states with

respect to a given threshold time does not affect the entropy production, provided
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it does not entirely remove the loops carrying net probability current. In all of these

references, it is shown that coarse-graining based on time-scale separation did not

alter the underlying physics of the problem. There are some other studies which dif-

fer from the above-mentioned ones where the relaxation time of all relevant DOFs

is much larger than that of bath DOFs. For example, in Ref. [89], two paramag-

netic colloidal particles of the same size were trapped in separate non-overlapping

toroidal traps. The whole system was in contact with the heat bath. Tangential forces

were applied on each particle using laser field. Consequently, both particles reached

in the non-equilibrium stationary state. A static magnetic field perpendicular to the

plane of toroidal traps was used to set an interaction among these particles. The to-

tal entropy production due to one of the particles (i.e., partial entropy production as

defined in this thesis) in the coupled system was measured, and the deviation from

fluctuation theorem with the coupling strength was observed. In a theoretical model

[11], fluctuation theorem for the entropy production of a single electron box is stud-

ied in a coupled electron box system. In another example [79], the authors studied

molecular motors which are modeled by flashing ratchet and found that Gallavotti-

Cohen symmetry [82] is preserved only when both chemical and mechanical DOFs

are considered in theory. There are also some examples where partial information is

utilized to get full system properties. For example, in Ref. [106], Ribezzi-Crivellari

and Ritort have shown a method to infer full work distribution from the partial

work measurement using Crooks fluctuation theorem. Amann et al. [2] have de-

rived a criterion to describe a non-equilibrium steady state of a Markov system of

three states using the data from sufficiently long two states trajectories. Some other

studies related to the area of partial observation of a complete system can also be

seen in Refs. [17, 97, 131, 99, 7, 139, 31, 98, 69]. The main conclusion of these studies

is, when a system consists of DOFs having relaxation time much larger than that of

bath DOFs, then the partial system or subsystem may not behave like a complete

system for large coupling strength. In such case, when the total entropy production

is computed or measured depending upon the available information, the probability

density function of it may not satisfy fluctuation theorem. One naive guess is that

the fluctuation theorem for total entropy production of the partial system may hold

when the coupling between the observed and hidden part is infinitesimally small. In
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contrast, we consider a model system of two Brownian particles (say A and B) inter-

acting harmonically with a coupling parameter δ (dimensionless) in the heat bath at

a temperature T [52, 53]. Both of these particles are driven using external stochastic

Gaussian forces. The given system generates entropy. We consider two definitions

of total entropy production of one of the particles in the coupled system: partial and

apparent entropy production as defined in Sec. 2.2.1. Here, we show a mechanism

under which the steady state fluctuation theorem for partial and apparent entropy

production is not satisfied even in the weak coupling limit.

This chapter is organized as follows. In Sec. 2.2, we define a model system con-

sists of two Brownian particles connected by a harmonic spring. The definitions of

partial and apparent entropy production are given in Sec. 2.2.1. The steady state for

the joint distribution Pss(U) of system variable UT = (y, vA, vB) is given in Sec. 2.3.

Section 2.4 contains the Fokker-Planck equation for restricted moment generating

function of stochastic quantity W given in Eq. (2.28) and its general solution in the

large time limit. Further, we compute the moment generating function for total en-

tropy production of one of the particles in the coupled system Z(λ) = 〈e−λ∆SA
tot〉 ≈

g(λ)e(τ/τγ)µ(λ) using the method developed in Ref. [76] (Sec. 2.5). In Sec. 2.6, we

invert the moment generating function Z(λ) to obtain probability density function

P(∆SA
tot). The results for a single Brownian particle in a heat bath driven by external

Gaussian white noise are given in Sec. 2.7. In Sec. 2.8, we show the computation of

µ(λ) in the limit δ→ 0. The large deviation function I(s), asymmetry function f (s),

and fluctuation theorem are discussed in Sec. 2.9. In Sec. 2.10, we show the compar-

ison of numerical simulations with the analytical predictions. We summarize this

chapter in Sec. 2.11.

2.2 Model

Consider two Brownian particles (say A and B) in an aqueous medium at a constant

temperature T. For simplicity; we consider the motion of the system along one-

dimension. Both of these particles are interacting with each other with a harmonic

spring of stiffness k. The HamiltonianH(y, vA, vB) of the coupled Brownian particle
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B

Bath (T)

A

FIGURE 2.1: Two Brownian particles (A and B) of mass m are coupled
to each other with the coupling parameter δ = 2km/γ2 (dimension-
less). The whole setup is immersed in the heat bath of a constant

temperature T.

system is

H(y, vA, vB) =
1
2

mv2
A +

1
2

mv2
B +

1
2

ky2, (2.1)

where y = xA − xB is the relative position of particle A with respect to particle B.

The schematic diagram of the coupled system is shown in Fig. 2.1.

The given system is maintained in the non-equilibrium steady state using exter-

nal stochastic Gaussian forces. Let fA(t) and fB(t) be the external forces acting on

particle A and B, respectively. Therefore, the dynamics of coupled Brownian particle

system is described by the following underdamped Langevin equations [152]

ẏ = vA(t)− vB(t), (2.2)

mv̇A = −γvA(t) + ηA(t)− ky(t) + fA(t), (2.3)

mv̇B = −γvB(t) + ηB(t) + ky(t) + fB(t), (2.4)

where γ is the dissipation constant, vA and vB are the velocities of particle A and

B, respectively. The thermal Gaussian noises ηA(t) and ηB(t) are acting on parti-

cle A and B, respectively, from the heat bath. These thermal Gaussian noises have

mean zero and correlation 〈ηi(t)ηj(t′)〉 = 2Dδi,jδ(t − t′) where D=γT. Similarly,

the external forces fA(t) and fB(t) have mean zero and correlation 〈 fA(t) fA(t′)〉 =

2Dθδ(t− t′), 〈 fB(t) fB(t′)〉=2Dθα2δ(t− t′). In this chapter, we consider two different

choices of external forces: (1) Both of the external forces are independent of each
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other, and (2) the force on particle B is correlated with the force on particle A, i.e.

fB(t) = α fA(t). Moreover, both external forces [ fA(t) and fB(t)] are uncorrelated

with the thermal Gaussian noises [ηA(t) and ηB(t)]. Here, we consider three dimen-

sionless parameters: (1) strength of the force θ acting on particle A relative to that

of bath, (2) strength of the force α2 acting on particle B relative to that on particle

A, and (3) coupling parameter δ = 2km/γ2. Throughout the calculation, we set

Boltzmann’s constant kB = 1.

2.2.1 Total entropy production from particle A: partial and apparent en-

tropy production

Incomplete information can be of two types: (1) the observer knows the full system,

but intentionally observes the part of the system, and (2) the observer is not aware

of hidden part of the system [52, 53]. In both scenarios, the actual information of

the system is lost. In our case, we have a model system of a stochastically driven

coupled Brownian particle system (particle A and B) in a heat bath. The observable

in this chapter is the total entropy production of particle A in the coupled Brownian

particle system in the steady state.

The total entropy production due to particle A of the coupled Brownian particle

system [incomplete information of type (1)] is given by [121, 120]

∆S̄A
tot = −

QA

T
− ln

PA
ss [vA(τ)]

PA
ss [vA(0)]

, (2.5)

The above definition of entropy production we call as partial entropy production where

QA =
∫ τ

0 dt [ηA(t)− γvA(t)]vA(t) is the heat absorbed by the Brownian particle A

of the coupled system from the heat bath, and PA
ss (vA) is the steady state probability

distribution of the velocity of particle A obtained after integrating the joint steady

state distribution Pss(y, vA, vB) obtained from Eqs. (2.2)–(2.4) over the relative sepa-

ration y and the velocity of particle B. Thus,

PA
ss [vA(τ)] =

1√
2πHP

exp
[
− v2

A(τ)

2HP

]
, (2.6)
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where HP is given by

HP = lim
τ→∞
〈[vA(τ)− 〈vA(τ)〉]2〉 =

D[(2 + θ + α2θ)mk + 2(1 + θ)γ2]

2mγ(γ2 + mk)
, (2.7)

for both choices of external forces. In Eq. (2.5), first and second terms on right hand

side are the entropy change in the bath and system entropy production due to parti-

cle A in the coupled system shown in Fig. 2.1, respectively.

Using Eq. (2.3) and (2.6), we rewrite the partial entropy production ∆S̄A
tot as

∆S̄A
tot =

1
T

∫ τ

0
dt [ fA(t)− ky(t)]vA(t)−

1
2

[
m
T
− 1

HP

]
[v2

A(τ)− v2
A(0)]. (2.8)

Total entropy production based on incomplete information of type (2) is called appar-

ent entropy production. In this case, the observer is not aware of particle B. Therefore,

he/she constructs the total entropy production for particle A as follows. Since par-

ticle A is only present in the heat bath, the velocity of it evolves according to the

following underdamped Langevin equation [152]

mv̇A = −γvA(t) + ηA(t) + fA(t), (2.9)

where γ is the dissipation constant, and vA(t) is the velocity of particle A. The ex-

ternal Gaussian force fA(t) and the Gaussian noise from the medium ηA(t) are act-

ing on particle A. Both of them have mean zero and correlation 〈 fA(t) fA(t′)〉 =

2Dθδ(t− t′), 〈ηA(t)ηA(t′)〉 = 2Dδ(t− t′), and 〈 fA(t)ηA(t′)〉 = 0 for all time.

Thus, the apparent entropy production for particle A is given by Eq. (2.8) with

k = 0:

∆S̃A
tot =

1
T

∫ τ

0
dt fA(t)vA(t)−

1
2

[
m
T
− 1

HA

]
[v2

A(τ)− v2
A(0)]. (2.10)

In the above equation,

HA = HP
∣∣
k=0 =

D(1 + θ)

mγ
. (2.11)
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One can combine both definitions of entropy production given in Eqs. (2.8) and

(2.10), using a parameter Π defined as

Π =


1 Partial entropy production,

0 Apparent entropy production.
(2.12)

Therefore,

∆SA
tot =

1
T

∫ τ

0
dt fA(t)vA(t)−

Πk
T

∫ τ

0
dt y(t)vA(t)−

1
2

[
m
T
− 1

H

]
[v2

A(τ)− v2
A(0)],

(2.13)

where H = ΠHP + (1−Π)HA.

It is important to note that in both types of incomplete informations, the under-

lying dynamics of the coupled system is given by Eqs. (2.2)–(2.4). Therefore, we

compute the distribution of ∆SA
tot subject to the actual dynamics given in Eqs. (2.2)–

(2.4).

2.3 Steady state distribution Pss(U)

The underdamped Langevin equations given in Eqs. (2.2)–(2.4) describe the system

shown in Fig. 2.1. It is convenient to write these equations in the matrix form as

ẏ = ATV(t), (2.14)

mV̇ = −γV(t)− kAy(t) + F(t) + ξ(t), (2.15)

where V = (vA, vB)
T, A = (1,−1)T, F = ( fA, fB)

T, and ξ = (ηA, ηB)
T.

Finite time Fourier transform and its inverse for any time dependent quantity

Q(t) are defined as

Q̃(ωn) =
1
τ

∫ τ

0
dt Q(t) exp(−iωnt), (2.16)

Q(t) =
∞

∑
n=−∞

Q̃(ωn) exp(iωnt), (2.17)

with ωn = 2πn/τ.
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Using Eq. (2.16), we write Eqs. (2.14) and (2.15) as

ỹ(ωn) = ATG(ωn)[F̃(ωn) + ξ̃(ωn)]−
ATG(ωn)

2τ
[(γ + imωn)A∆y + 2m∆V], (2.18)

Ṽ(ωn) = iωnG(ωn)[F̃(ωn) + ξ̃(ωn)] +
G(ωn)

τ
[kA∆y− iωnm∆V], (2.19)

where ∆y = y(τ) − y(0), ∆V = V(τ) − V(0), Φ = kAAT, and G(ωn) = [iγωn −

mω2
n + Φ]−1. Therefore, we write ỹ(ωn) and ṽA(ωn) as

ỹ(ωn) = (G11 − G12)(η̃A + f̃A − η̃B − f̃B)−
qT

1 ∆U
τ

, (2.20)

ṽA(ωn) = iωn[G11(η̃A + f̃A) + G12(η̃B + f̃B)] +
qT

2 ∆U
τ

, (2.21)

where

qT
1 =

[
γ + imωn

2
ATGA, m(G11 − G12), m(G12 − G11)

]
,

qT
2 = [k(G11 − G12),−imωnG11,−imωnG12].

The Green’s function matrix elements are G11(ωn) = G22(ωn) = (iγωn − mω2
n +

k)[iωn(γ+ imωn)(2k−mω2
n + iγωn)]−1 and G12(ωn) = G21(ωn) = k[iωn(γ+ imωn)(2k−

mω2
n + iγωn)]−1. For convenience, we write Gij = Gij(ωn), G∗ij = Gij(−ωn), f̃i =

f̃i(ωn), f̃ ∗i = f̃i(−ωn), η̃i = η̃i(ωn), and η̃∗i = η̃i(−ωn).

The row vector UT(τ) = [y(τ), VT(τ)] is

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iωnεŨT(ωn) = lim
ε→0

∞

∑
n=−∞

e−iωnε[ỹ(ωn), ṼT(ωn)]. (2.22)

Using Eqs. (2.18) and (2.19), we see that the terms

∞

∑
n=−∞

e−iωnε ATG
2τ

[(γ + imωn)A∆y + 2m∆V] ,

∞

∑
n=−∞

e−iωnε 1
τ

[
kAT ∆y− iωnm∆VT

]
GT,

go to zero as τ → ∞. This is because in the large-τ limit, the summations can be
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converted into integrals. As all the poles lie in the upper half of the complex ω-

plane, the contribution to the integrals is zero. Therefore, Eq. (2.22) reduces to

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iωnε[(F̃T + ξ̃T)GT A, iωn (F̃T + ξ̃T)GT]

= lim
ε→0

∞

∑
n=−∞

e−iωnε [(1− C){qT
3 (η̃A + f̃A) + qT

4 (η̃B + f̃B)}+ C(η̃AlT
1 + η̃BlT

2 + f̃AlT
3 )],

(2.23)

where

qT
3 = lT

1 = (G11 − G12, iωnG11, iωnG12),

qT
4 = lT

2 = (G12 − G11, iωnG12, iωnG11),

lT
3 = [(1− α)(G11 − G12), iωn(G11 + αG12), iωn(G12 + αG11)],

and parameter C is defined as

C =


0 for 〈 fA(t) fB(t′)〉 = 0 ∀ t, t′,

1 for fB(t) = α fA(t).
(2.24)

Therefore, the mean and variance of U are given by

〈U(τ)〉 = 0, (2.25)

〈U(τ)UT(τ)〉 = D
π

∫ ∞

−∞
dω
[
(1− C){(1 + θ)q3q†

3 + (1 + α2θ)q4q†
4}

+ C(l1l†
1 + l2l†

2 + θl3l†
3)
]
. (2.26)

Since U is linear in the thermal Gaussian noises and the external Gaussian forces, the

steady state distribution of the coupled system can be written using the mean and

correlation of it [see Eqs. (2.25) and (2.26)]

Pss(U) =
e−

1
2 UT M−1U√

(2π)3 det M
where Mij = 〈U(τ)UT(τ)〉ij. (2.27)

In contrast to U, ∆SA
tot given in Eq. (2.13), depends upon the thermal Gaussian noises

and external forces quadratically. Therefore, the mean 〈∆SA
tot〉 and variance 〈[∆SA

tot−
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〈∆SA
tot〉]2〉 are not sufficient to write the probability density of it.

We define

W =
1
T

∫ τ

0
dt fA(t)vA(t)−

Πk
T

∫ τ

0
dt y(t)vA(t), (2.28)

where both of the integrals follow Stratonovich rule of integration [124]. While the

first term on the right hand side is the work done by the stochastic external force

fA(t) on the Brownian particle A, the second term on the right hand side is the

interaction energy. Both of these terms are measured with respect to the temperature

T of the heat bath.

2.4 Fokker-Planck equation and its general solution

In this section, we compute the moment generating function for entropy production

∆SA
tot. The quantity ∆SA

tot given in Eq. (2.13), can be written as

∆SA
tot = W − 1

2

[
m
T
− 1

H

]
[v2

A(τ)− v2
A(0)], (2.29)

where the quantity W is the functional of all trajectories and the second term on the

right hand side depends upon the initial vA(0) and final velocity vA(τ) of the Brow-

nian particle A. Therefore, the conditional moment generating function for ∆SA
tot is

Z(λ, U, τ|U0) =
〈
e−λ∆SA

tot δ[U −U(τ)]
〉

U,U0

= ZW(λ, U, τ|U0)eλ/2(mT−1−H−1)(UTΣU−UT
0 ΣU0), (2.30)

where the angular brackets represent the average over all set of trajectories from

fixed initial variable U0 to final variable U(τ), ZW(λ, U, τ|U0) =
〈
e−λWδ[U−U(τ)]

〉
U,U0

,

and Σij = δi2δij with {i, j} = {1, 2, 3}.

The evolution of the restricted moment generating function ZW(λ, U, τ|U0) is

governed by the following Fokker-Planck equation [70, 107]

∂ZW(λ, U, τ|U0)

∂τ
= LλZW(λ, U, τ|U0) (2.31)
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with the initial condition ZW(λ, U, τ|U0) = δ(U −U0), and the Fokker-Planck oper-

ator Lλ is

Lλ =
1
m ∑

i=A,B

[
∂H
∂xi

∂

∂vi
− ∂H

∂vi

∂

∂xi

]
+

D(1 + θ)

m2
∂2

∂v2
A
+

γvA

m
(1 + 2λθ)

∂

∂vA

+
γ

m
(vB + 2CλαθvA)

∂

∂vB
+ γ

[
2
m

+
λ

D

(
ΠkyvA +

Dθ

m

)]
+

λ2γ2v2
A

θ

D

+
D(1 + θα2)

m2
∂2

∂v2
B
+

2CDθα

m2
∂2

∂vA∂vB
. (2.32)

In the above equation, C is the correlation parameter given in Eq. (2.24).

We are not aware of the analytical solution of the Fokker-Planck equation given

in Eq. (2.31). Nevertheless, we can write the general solution in the large time limit

(τ → ∞) as

ZW(λ, U, τ|U0) = χ(U0, λ)Ψ(U, λ)e(τ/τγ)µ(λ) + . . . , (2.33)

where τγ is the viscous relaxation time yet to be determined, µ(λ) is the largest eigen-

value of the Fokker-Planck operator Lλ, and the corresponding right eigenfunction

is Ψ(U, λ), i.e. LλΨ(U, λ) = µ(λ)Ψ(U, λ). In Eq. (2.33), χ(U0, λ) is the projection

of initial state onto the left eigenvector of Fokker-Planck operator Lλ corresponding

to largest eigenvalue µ(λ). These left and right eigenfunctions satisfy normalization

condition
∫

dU χ(U, λ)Ψ(U, λ) = 1.

The moment generating function Z(λ) for ∆SA
tot is obtained by integrating the

restricted moment generating function Z(λ, U, τ|U0) given in Eq. (2.30), over the

initial state U0 with respect to the steady state distribution Pss(U0) and the final state

U:

Z(λ) =
∫

dU
∫

dU0 Pss(U0) Z(λ, U, τ|U0) = g(λ) e(τ/τγ)µ(λ) + . . . , (2.34)

where g(λ) is the prefactor, and µ(λ) is the cumulant generating function.

2.5 Calculation for moment generating function

In this section, we show the complete calculation for moment generating function for

∆SA
tot, i.e. Z(λ) ∼ g(λ)e(τ/τγ)µ(λ), using a method developed in Ref. [76]. Therefore,
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we write the functional W given in Eq. (2.28) as

W = W1 −W2, where (2.35)

W1 =
1
T

∫ τ

0
dt fA(t)vA(t), (2.36)

W2 =
Πk
T

∫ τ

0
dt y(t)vA(t). (2.37)

Using (2.17), we write W1 as

W1 =
τ

2T

∞

∑
n=−∞

[ f̃A(ωn)ṽA(−ωn) + f̃A(−ωn)ṽA(ωn)]. (2.38)

Substituting ṽA(ωn) from Eq. (2.21) in the above equation yields

W1 =
τ

2T

∞

∑
n=−∞

[
iωn{G11 f̃ ∗A(η̃A + f̃A) + G12 f̃ ∗A(η̃B + f̃B)− G∗11 f̃A(η̃

∗
A + f̃ ∗A)

−G∗12 f̃A(η̃
∗
B + f̃ ∗B}+

fAq†
2∆U
τ

+
f ∗A∆UTq2

τ

]
. (2.39)

Similarly, using (2.17), we write W2 as

W2 =
Πkτ

2T

∞

∑
n=−∞

[ỹ(ωn)ṽA(−ωn) + ỹ(−ωn)ṽA(ωn)]. (2.40)

Substituting ỹ(ωn) and ṽA(ωn) from Eqs. (2.20) and (2.21), respectively, in the above

equation, we get

W2 =
Πkτ

2T

∞

∑
n=−∞

[
iωn[{G11(η̃A + f̃A) + G12(η̃B + f̃B)}(G∗11 − G∗12)(η̃

∗
A + f̃ ∗A − η̃∗B − f̃ ∗B)

− {G∗11(η̃
∗
A + f̃ ∗A) + G∗12(η̃

∗
B + f̃ ∗B)}(G11 − G12)(η̃A + f̃A − η̃B − f̃B)]

+
q†

2∆U
τ

(G11 − G12)(η̃A + f̃A − η̃B − f̃B)−
iωn

τ
q†

1∆U[G11(η̃A + f̃A) + G12(η̃B + f̃B)]

+
iωn

τ
∆UTq1[G∗11(η̃

∗
A + f̃ ∗A) + G∗12(η̃

∗
B + f̃ ∗B)] +

∆UTq2

τ
(G∗11 − G∗12)(η̃

∗
A + f̃ ∗A − η̃∗B − f̃ ∗B)

− ∆UT(q1q†
2 + q2q†

1)∆U
τ2

]
. (2.41)
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Therefore, the restricted moment generating function ZW(λ, U, τ|U0) for functional

W is

ZW(λ, U, τ|U0) =
〈

e−λWδ[U −U(τ)]
〉

U,U0
=
∫ d3σ

(2π)3 eiσTU
〈

eE(τ)
〉

U,U0
, (2.42)

where the angular brackets represent the average over set of all trajectories for fixed

initial U0 and final configuration U. In the above equation, we have used the integral

representation of Dirac delta function and E(τ) = −λW − iσTU(τ). Substituting W

and U(τ) from Eqs. (2.35) and (2.23), respectively, in E(τ) yields

E(τ) =
∞

∑
n=1

[
−λτ

T
ζT

n Cnζ∗n + ζT
n αn + αT

−nζ∗n −
λΠk
Tτ
|qn|2

]
− λτ

2T
ζT

0 C0ζ0 + ζT
0 α0 −

λΠk
2Tτ

q2
0,

(2.43)

where Cn = CI
n −ΠkCII

n and |qn|2 = ∆UT(q1q†
2 + q2q†

1)∆U.

When the correlation parameter C is zero, the row vector containing thermal

Gaussian noises and the external forces in the frequency domain is ζT = (η̃A , η̃B , f̃A , f̃B),

and the matrices CI
n and CII

n are

CI
n =



0 0 iωnG11 0

0 0 iωnG12 0

−iωnG∗11 −iωnG∗12 iωn[G11 −iωnG∗12

−G∗11]

0 0 iωnG12 0


, CII

n =



C11 C12 C13 C14

C∗12 C22 C23 C24

C∗13 C∗23 C33 C34

C∗14 C∗24 C∗34 C44


.

The matrix elements of CII
n are given as

C11 = iωn[G∗11G12 − G11G∗12],

C12 = iωn[|G12|2 − |G11|2],

C11 = C13 = C33 = −C22, C12 = C14 = C34, C∗12 = C23, C22 = C24 = C44, C∗ij = Cij(−ωn).
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The column vector αn is

αn = −λ

T



aT
11∆U

aT
21∆U

aT
31∆U

aT
41∆U


− ie−iωε



qT
3 σ

qT
4 σ

qT
3 σ

qT
4 σ


, in which

aT
11 = Πk[iωnG11q†

1 − (G11 − G12)q†
2],

aT
21 = Πk[iωnG12q†

1 − (G12 − G11)q†
2],

aT
31 = Πk[iωnG11q†

1 − (G11 − G12)q†
2] + q†

2,

aT
41 = Πk[iωnG12q†

1 − (G12 − G11)q†
2].

When the correlation parameter C is equal to one, the row vector containing thermal

Gaussian noises and external force in frequency domain is ζT
n = (η̃A, η̃B, f̃A), and the

matrices CI
n and CII

n are

CI
n =



0 0 iωnG11

0 0 iωnG12

−iωnG∗11 −iωnG∗12 iωn[{G11 − G∗11}+

α{G12 − G∗12}]


, CII

n =


C11 C12 C13

C∗12 C22 C23

C∗13 C∗23 C33

 ,

where the matrix elements of CII
n are

C11 = iωn[G∗11G12 − G11G∗12],

C12 = iωn[|G12|2 − |G11|2],

C13 = iωn[G12(G∗11 + αG∗12)− G11(G∗12 + αG∗11)],

C22 = −iωn[G∗11G12 − G11G∗12],

C23 = iωn[|G11|2 − |G12|2 + α(G11G∗12 − G12G∗11)],

C33 = iωn(1− α2)[G∗11G12 − G11G∗12].
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The column vector αn is

αn = −λ

T


bT

11∆U

bT
21∆U

bT
31∆U

− ie−iωε


lT
1 σ

lT
2 σ

lT
3 σ

 , in which

bT
11 = Πk[iωnG11q†

1 − (G11 − G12)q†
2],

bT
21 = Πk[iωnG12q†

1 − (G12 − G11)q†
2],

bT
31 = Πk[iωn(G11 + αG12)q†

1 − (1− α)(G11 − G12)q†
2] + q†

2.

Therefore, we get

〈eE(τ)〉U,U0 =

〈
exp

[
−λτ

2T
ζT

0 C0ζ0 + ζT
0 α0 −

λΠk
2Tτ

q2
0

]〉
×

∞

∏
n=1

〈
exp

[
−λτ

T
ζT

n Cnζ∗n + ζT
n αn + αT

−nζ∗n −
λΠk
Tτ
|qn|2

]〉
. (2.44)

Here, the angular brackets show the average for each n ≥ 1 term with respect to

distribution given by

P(ζn) =



exp[−ζT
n Λ−1ζ∗n]

π4 det Λ
for C = 0,

exp[−ζT
n Λ−1ζ∗n]

π3 det Λ
for C = 1,

(2.45)

whereas for n = 0 term, the average is computed with respect to the following

distribution

P(ζ0) =



exp[− 1
2 ζT

0 Λ−1ζ0]√
(2π)4 det Λ

for C = 0,

exp[− 1
2 ζT

0 Λ−1ζ0]√
(2π)3 det Λ

for C = 1.

(2.46)
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Vectors C = 0 C = 1
ρT (q∗3 , q∗4 , q∗3 , q∗4) (l∗1 , l∗2 , l∗3 )
aT

1 −λ/T(c11, c12, c13, c14) −λ/T(d11, d12, d13)

φ


qT

3
qT

4
qT

3
qT

4


lT

1
lT
2

lT
3



a2 −λ

T


aT

11
aT

21
aT

31
aT

41

 −λ

T

bT
11

bT
21

bT
31


TABLE 2.1: Vectors ρT , aT

1 , φ, and a2 are shown.

The diagonal matrix Λ given above is

Λ =


2D/τ diag(1, 1, θ, α2θ) for C = 0,

2D/τ diag(1, 1, θ) for C = 1.

After computing the averages over the thermal Gaussian noises and external Gaus-

sian forces, we get

〈eE(τ)〉U,U0 = e(τ/τγ)µ(λ)e
1
2 ∑∞

n=−∞[αT
−nΩ−1

n αn− λΠk
Tτ |qn|2], where Ωn = [Λ−1 + λτ/T Cn].

(2.47)

In the large time limit (τ → ∞), we convert the summation into integration. There-

fore,

〈eE(τ)〉U,U0 ≈ e(τ/τγ)µ(λ)e−
1
2 σT H1σ+i∆UT H2σ+ 1

2 ∆UT H3∆U , where (2.48)

µ(λ) = − τγ

4π

∫ ∞

−∞
dω ln[det (ΛΩ)], (2.49)

H1 =
τ

2π

∫ ∞

−∞
dω ρTΩ−1φ, (2.50)

H2 = − τ

2π

∫ ∞

−∞
dω e−iωεaT

1 Ω−1φ, (2.51)

H3 =
τ

2π

∫ ∞

−∞
dω

[
aT

1 Ω−1a2 −
λΠk
Tτ

(q1q†
2 + q2q†

1)

]
. (2.52)

Here, the viscous relaxation time τγ = m/γ, and the vectors ρT, aT
1 , φ, and a2 are
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given in TABLE 2.1 in which

c11 = −Πk[iωG∗11q1 + (G∗11 − G∗12)q2],

c12 = −Πk[iωG∗12q1 + (G∗12 − G∗11)q2],

c13 = −Πk[iωG∗11q1 + (G∗11 − G∗12)q2] + q2,

c14 = −Πk[iωG∗12q1 + (G∗12 − G∗11)q2],

d11 = −Πk[iωG∗11q1 + (G∗11 − G∗12)q2],

d12 = −Πk[iωG∗12q1 + (G∗12 − G∗11)q2],

d13 = −Πk[iω(G∗11 + αG∗12)q1 + (G∗11 − G∗12)(1− α)q2] + q2.

Therefore, we write the restricted moment generating function for W using Eq. (2.42)

as

ZW(λ, U, τ|U0) ≈ e(τ/τγ)µ(λ)e
1
2 ∆UT H3∆U

∫ d3σ

(2π)3 eiσTU e−
1
2 σT H1σ eiσT HT

2 ∆U . (2.53)

The integration over σ yields

ZW(λ, U, τ|U0) ≈
e(τ/τγ)µ(λ)√

(2π)3 det H1(λ)
e

1
2 ∆UT H3∆Ue−

1
2 (U

T+∆UT H2)H−1
1 (U+HT

2 ∆U). (2.54)

Factorizing the above equation in terms of the initial U0 and final variable U [see

Eq. (2.33)] gives the condition (H3 − H2H−1
1 HT

2 − H−1
1 HT

2 ) + (H3 − H2H−1
1 HT

2 −

H2H−1
1 )T = 0, therefore,

ZW(λ, U, τ|U0) ≈
e(τ/τγ)µ(λ)e−

1
2 UT L1(λ)Ue−

1
2 UT

0 L2(λ)U0√
(2π)3 det H1(λ)

, where (2.55)

L1(λ) = H−1
1 + H−1

1 HT
2 , and L2(λ) = −H−1

1 HT
2 .

The steady state distribution for the coupled system is obtained by substituting λ =

0 and taking large time limit (τ → ∞) in the above equation:

ZW(0, U, τ → ∞|U0) = Pss(U) =
e−

1
2 UT H−1

1 (0)U√
(2π)3 det H1(0)

. (2.56)
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Moreover, one can verify from Eq. (2.26) that 〈U(τ)UT(τ)〉 = H1(0).

Using Eq. (2.30), the restricted moment generating function for total entropy pro-

duction for particle A in the coupled system is

Z(λ, U, τ|U0) =
e(τ/τγ)µ(λ)e−

1
2 UT L̃1(λ)Ue−

1
2 UT

0 L̃2(λ)U0√
(2π)3 det H1(λ)

, (2.57)

where the matrices L1(λ) and L2(λ) modify to

L̃1(λ) = L1(λ)− λΣ
[

m
T
− 1

H

]
, and L̃2(λ) = L2(λ) + λΣ

[
m
T
− 1

H

]
.

The moment generating function Z(λ) is obtained by integrating Z(λ, U, τ|U0) over

the initial variable U0 with respect to the steady state distribution Pss(U0) and final

variables U,

Z(λ) =
∫

dU
∫

dU0 Pss(U0) Z(λ, U, τ|U0) = g(λ) e(τ/τγ)µ(λ) + . . . , (2.58)

where the cumulant generating function µ(λ) is given in Eq. (2.49), can be written

as

µ(λ) = − 1
4π

∫ ∞

−∞
du ln

[
1 +

h(u, λ)

q(u)

]
. (2.59)

The function h(u, λ) for first choice of forces (C = 0) is

h(u, λ) = 4θλ(1− λ)
[
u4 + (1− δ)u2 + δ2(2−Π)/4]− λδ2{λα2θ2(Π− 1)2 + λΠ2

−Πθ[α2 + λ{1−Π(1 + α2)}]
}

(2.60)

whereas for second choice of forces (C = 1)

h(u, λ) = 4θλ(1− λ)
[
u4 + (1− δ)u2 + δ2/2]− 4θλ(1− λΠ)δαu2

− λδ2[λΠ2 + θ{Π−Πλ(2−Π) + α(λΠ− 1)(2 + αΠ)}
]
. (2.61)

The function q(u) is same for both choices of external forces and also for both defi-

nitions of entropy production

q(u) = (1 + u2)
[
u2 + (u2 − δ)2]. (2.62)
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The prefactor g(λ) in Eq. (2.58) is

g(λ) =
[
det[H1(λ)H1(0)L̃1(λ)]det [H−1

1 (0) + L̃2(λ)]
]−1/2

. (2.63)

2.6 Probability distribution function and the fluctuation the-

orem

In this chapter, our aim is to find the probability distribution function for ∆SA
tot. To

obtain that, we invert the moment generating function Z(λ) using inverse transfor-

mation

P(∆SA
tot = sτ/τγ) =

1
2πi

∫ +i∞

−i∞
dλ Z(λ) eλsτ/τγ , (2.64)

where the contour of integration is taken along the direction of imaginary axis pass-

ing through the origin of complex λ-plane, and s = ∆SA
totτγ/τ is the scaled variable.

In the large-τ limit (τ � τγ), we rewrite the above given integral as

P(∆SA
tot = sτ/τγ) ≈

1
2πi

∫ +i∞

−i∞
dλ g(λ)e(τ/τγ)hs(λ), (2.65)

where hs(λ) = µ(λ) + λs.

The above integral can be approximated using saddle-point method provided

both µ(λ) and g(λ) are analytic function of λ [136]. Thus,

P(∆SA
tot = sτ/τγ) ≈

g(λ∗)e(τ/τγ)hs(λ∗)√
2πτ/τγ|h′′s (λ∗)|

, (2.66)

where λ∗(s) is the saddle point solution of the following equation

∂µ(λ)

∂λ

∣∣∣∣
λ=λ∗

= −s, (2.67)

and

h′′s (λ
∗) =

∂2hs(λ)

∂λ2

∣∣∣∣
λ=λ∗

. (2.68)

The fluctuation theorem estimates the ratio of probability of positive total entropy

production and that of negative total entropy production where the latter one can be
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written as

P(∆SA
tot = −sτ/τγ) ≈

1
2πi

∫ +i∞

−i∞
dλ g(λ)e(τ/τγ)[µ(λ)−λs]. (2.69)

If both functions µ(λ) and g(λ) satisfy Gallavotti-Cohen (GC) symmetry [82], i.e.

µ(λ) = µ(1− λ) and g(λ) = g(1− λ), we can write

P(∆SA
tot = −sτ/τγ) ≈

e−sτ/τγ

2πi

∫ 1+i∞

1−i∞
dλ g(λ)e(τ/τγ)[µ(λ)+λs].

where the contour of integration is along the imaginary axis at λ = 1 of complex

λ-plane. In the absence of singularity in µ(λ) and g(λ) between (1− i∞, 1 + i∞) to

(−i∞,+i∞), the contour of integration can be shifted from λ = 1 to the origin of

complex λ-plane. Therefore,

P(∆SA
tot = −sτ/τγ) ≈

e−sτ/τγ

2πi

∫ +i∞

−i∞
dλ g(λ)e(τ/τγ)[µ(λ)+λs]. (2.70)

From Eq. (2.65) and (2.70), we obtain the relation

P(∆SA
tot = sτ/τγ)

P(∆SA
tot = −sτ/τγ)

≈ esτ/τγ . (2.71)

The above relation is called fluctuation theorem for total entropy production in the

steady state. Notice that the sign ≈ indicates that the above given result is true for

large but finite time τ. Therefore, the criteria for any observable to satisfy the fluc-

tuation theorem in the steady state are: (1) the corresponding cumulant generating

function µ(λ) and prefactor g(λ) should be analytic function of λ ∈ [0, 1], and (2)

both functions must follow GC symmetry.

2.7 Single Brownian particle

We consider a single Brownian particle (see Fig. 2.1 with δ=0) in the heat bath at a

temperature T. Let the particle is driven by external Gaussian white noise. In this

section, we show that the moment generating function corresponding to the total

entropy production follows both conditions (1) and (2). When coupling is absent
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(δ = 0), the cumulant generating function given in Eq. (2.59) reduces to

µ0(λ) = −
1

4π

∫ ∞

−∞
du ln

[
1 +

4θλ(1− λ)

u2 + 1

]
, (2.72)

which can be solved exactly, and it is given by

µ0(λ) = 1/2[1− ν(λ)], where (2.73)

ν(λ) =
√

4θ(λ+ − λ)(λ− λ−) with λ± = 1/2[1±
√

1 + θ−1]. (2.74)

In the above equation, the branch points λ+ > 0 and λ− < 0. Moreover, λ− + λ+ =

1. In this case, one can also compute the prefactor term exactly, and it is given by

g0(λ) =
2
√

ν(λ)

1 + ν(λ)
, (2.75)

This means that both µ0(λ) and g0(λ) are analytic function of λ where λ ∈ (λ−, λ+).

Moreover, both of them follow GC symmetry, i.e. µ0(λ) = µ0(1− λ) and g0(λ) =

g0(1− λ). Hence, steady state fluctuation theorem is satisfied in this case.

2.8 Analysis for cumulant generating function µ(λ)

In the following, we show how to compute the integral given in Eq. (2.59). We

rewrite the integral using integration by parts

µ(λ) =
1

4π

∫ +∞

−∞
du

u
[
h′(u, λ)q(u)− h(u, λ)q′(u)

]
q(u)

[
q(u) + h(u, λ)

] , (2.76)

where ′ represents a derivative with respect to u. In the above integrand, the factors

in the denominator are polynomials in the variable u2. Therefore, the denominator

can be factored in terms of the roots of the polynomials:

q(u) + h(u, λ) = ∏
j
(u2 − u2

j ),

and q(u) = ∏
k
(u2 − w2

k).
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This gives a set of simple poles in the complex u-plane. Consequently, evaluating the

integral by using the residue theorem, and using q(uj) + h(uj, λ) = 0 and q(wk) = 0,

gives

µ(λ) =
i
2

[
∑

j
uj −∑

k
wk

]
, (2.77)

where {uj} and {wk} are the zeros of the polynomials [q(u) + h(u, λ)] and q(u), re-

spectively, that lies on the positive half of the complex u-plane. Clearly, {uj} are

functions of λ while {wk} are independent of λ. The computation of µ(λ) using

these residues is quite cumbersome. Nevertheless, one can compute µ(λ) numeri-

cally provided the range of λ is known within which the cumulant generating func-

tion remains real function. The range of λ is dependent upon the choice of θ and

α for given δ. One can see that the domain is restricted between the branch point

singularities of the cumulant generating function µ(λ). To obtain these singularities

for δ > 0, we analyze the argument of the logarithm in the integrand in Eq. (2.59),

i.e. the terms q(u) and q(u) + h(u, λ). In all four cases, we find that the function q(u)

given in Eq. (2.62), is always positive for any real u ∈ (−∞, ∞). We also find that,

h(u, λ) = b(u)λ− p(u)λ2, (2.78)

where the functions b(u) and p(u) are different for all four cases [see Eqs. (2.60) and

(2.61)]. In all the cases, p(u) is always positive for any real u ∈ (−∞, ∞). The two

roots

λ±(u) =
b(u)±

√
b2(u) + 4p(u)q(u)

2p(u)
, (2.79)

of the quadratic polynomial q(u)+ h(u, λ), are always real for any real u ∈ (−∞, ∞).

Moreover, λ+(u) is positive and λ−(u) is negative. For a given u, the integrand in

Eq. (2.59) is real only within the range λ ∈ (λ−(u), λ+(u)). Therefore, µ(λ) is real

only within the range λ ∈
(
λ
(δ)
− , λ

(δ)
+

)
, where

λ
(δ)
− = max

u
λ−(u) and λ

(δ)
+ = min

u
λ+(u).



50
Chapter 2. Fluctuation theorem for partial entropy production in a coupled

Brownian particle system

-��� -��� ��� ��� ���

����

����

����

����

����

�

λ
+
(�
)

(�)

-��� -��� -��� ��� ��� ��� ���
���

���

���

���

���

���

���

���

�

λ
+
(�
)

(�)

FIGURE 2.2: (a) The red solid line plots λ+(u) for 0 < δ < 1,
which has one minimum (marked by the red circle) at u = 0. The
blue dashed line plots λ+(u) for the δ = 0 case, whose minimum
stays above that of the red line. (b) The red solid line plots λ+(u) for
0 < δ < 1, which has two minima closer to u = 0 and a maximum at
u = 0. The blue dashed line plots λ+(u) for the δ = 0 case, which has
a minimum. (marked by the red circle) at u = 0. In the limit δ → 0,

the minima of the red line converges to the blue circle.

The equation for extremum is given by

∂λ±(u)
∂u

∣∣∣∣
u=u∗±

= 0. (2.80)

Consequently, we write the equation which gives u∗±

[√
b2(u∗±) + 4p(u∗±)q(u∗±)± b(u∗±)

]
[p(u∗±)b

′(u∗±)− p′(u∗±)b(u
∗
±)]

±2p(u∗±)[p(u
∗
±)q

′(u∗±)− p′(u∗±)q(u
∗
±)] = 0. (2.81)

Note that the above equation is true for all δ. In weak coupling limit (δ→ 0), we can

find u∗± using Eq. (2.81). This gives λ±(u)→ λ
(δ)
± as u→ u∗±.

In Figs. 2.2 and 2.3, we plot λ±(u) given in Eq. (2.79), against u for different

values of θ and α. For 0 < δ < 1, we find that λ+(u) has either one minimum

located at u = 0 [see Fig. 2.2(a)] or two minima located at u = ±u∗+ [see Fig. 2.2(b)]

(where u∗+ → 0 as δ → 0) depending on the parameters θ and α. This is determined

by whether
∂2λ+(u)

∂u2

∣∣∣
u=0

> 0 or
∂2λ+(u)

∂u2

∣∣∣
u=0

< 0. (2.82)

In the first case, we get λ
(δ)
+ → λ̃+ < λ+ as δ → 0, whereas in the latter case λ

(δ)
+

converges to λ+ as δ → 0. Similarly, we get λ
(δ)
− → λ̃− > λ− [see Fig. 2.3(a)] or λ−



2.8. Analysis for cumulant generating function µ(λ) 51

-��� -��� ��� ��� ���

-����

-����

-����

-����

-����

-����

�

λ
-
(�
)

(�)

-��� -��� ��� ��� ���

-����

-����

-����

-����

-����

-����

-����

�

λ
-
(�
)

(�)

FIGURE 2.3: (a) The red solid line plots λ−(u) for 0 < δ < 1, which
has one maximum (marked by the red circle) at u = 0. The blue
dashed line plots λ−(u) for the δ = 0 case, whose maximum stays
below that of the red line. (b) The red solid line plots λ−(u) for 0 <
δ < 1, which has two maxima closer to u = 0 and a minimum at
u = 0. The blue dashed line plots λ−(u) for the δ = 0 case, which has
a maximum (marked by the red circle) at u = 0. In the limit δ → 0,

the maxima of the red line converges to the blue circle.

[see Fig. 2.3(b)] depending on whether

∂2λ−(u)
∂u2

∣∣∣
u=0

< 0 or
∂2λ−(u)

∂u2

∣∣∣
u=0

> 0. (2.83)

It turns out that the sign of λ′′±(0) gives the contour separating different possibilities

of pair of branch point singularities (λδ
−, λδ

+), where ′ represents a derivative with

respect to u.

For parameters Π = 1, C = 0, and 0 < δ < 1, we see that λ′′+(0) > 0 and sign of

λ′′−(0) is determined by a function r1(θ, α, δ). Therefore, the equation of contour in

this case is given by

r1(θ, α, δ) = 0, where (2.84)

r1(θ, α, δ) = −1− θ(α2 − 3)(2 + θ + θα2) + δ[1 + θ(1 + α2)]2.

Therefore, we plot the phase diagram in (α, θ) plane using Eq. (2.84) in the limit

δ→ 0 as shown in Fig. 2.4(a). In this case, the pair of branch point singularities in the

limit δ → 0 are (λ−, λ̃+) and (λ̃−, λ̃+) in region I and II, respectively, of Fig. 2.4(a),

where

λ̃+ = 1, (2.85)

λ̃− = −(1 + θ + θα2)−1. (2.86)
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For parameters Π = 0, C = 0, and 0 < δ < 1, the sign of λ′′+(0) and λ′′−(0) is deter-

mined by functions r2(θ, α, δ), and r3(θ, α, δ), respectively. Therefore, the equations

of contours in this case are given by

r2(θ, α, δ) = 0, (2.87)

r3(θ, α, δ) = 0, (2.88)

where

r2(θ, α, δ) = −4 + α4θ2 + 4α2θ[θ +
√

θ(2 + θ + θα2)]− δ(2 + θα2)2,

r3(θ, α, δ) = 4− α4θ2 − 4α2θ[θ −
√

θ(2 + θ + θα2)] + δ(2 + θα2)2.

Therefore, using Eqs. (2.87) and (2.88), we plot the phase diagram in (α, θ) plane

as shown in Fig. 2.4(b) in the limit δ → 0. In this case, the pair of branch point

singularities in the limit δ → 0 are (λ−, λ+), (λ−, λ̃+), and (λ̃−, λ̃+) in region I, II

and III, respectively, of Fig. 2.4(b), where

λ̃± =
θ ±

√
θ(2 + θ + θα2)

2θ + θ2α2 . (2.89)

For parameters Π = 1, C = 1, and 0 < δ < 1, we see that λ′′+(0) > 0 and sign of

λ′′−(0) is determined by a function r4(θ, α, δ). Therefore, the equation of contour in

this case is given by

r4(θ, α, δ) = 0, where (2.90)

r4(θ, α, δ) = −1− θ(α− 1)(3 + α)[2 + (1 + α)2θ] + 2δ[1− θ(1− α2){2 + (1 + α)2θ}]

−δ2[1 + θ(1 + α)2]2.

Therefore, we use Eq. (2.90) to plot the phase diagram in (α, θ) plane in the limit

δ→ 0 as shown in Fig. 2.4(c). In this case, the pair of branch point singularities in the

limit δ → 0 are (λ−, λ̃+) and (λ̃−, λ̃+) in region I and II, respectively, of Fig. 2.4(c),
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where

λ̃+ = 1, (2.91)

λ̃− = −[1 + θ(1 + α)2]−1. (2.92)

Finally, for parameters Π = 0, C = 1, and 0 < δ < 1, we see that λ′′+(0) < 0 and sign

of λ′′−(0) is determined by a function r5(θ, α, δ). Therefore, the equation of contour

in this case is given by

r5(θ, α, δ) = 0, where (2.93)

r5(θ, α, δ) = 1 + 2αθ(1 + α)− 2α
√

θ[2 + θ(1 + α)2]− δ2.

In the limit δ → 0, the phase diagram in this case is plotted using Eq. (2.93) in (α, θ)

plane as shown in Fig. 2.4(d), and the pair of branch point singularities in the limit

δ→ 0 are (λ−, λ+) and (λ̃−, λ+) in region I and II, respectively, of Fig. 2.4(d), where

λ̃− =
θ(1 + α)−

√
θ[2 + θ(1 + α)2]

2θ
. (2.94)

In all above cases, λ± are given by Eq. (2.74). Notice that the axis (not shown) corre-

sponds to δ is perpendicular to the plane of paper in all phase diagrams (see Fig. 2.4).

Near the branch point we write µ(λ) = µa(λ) + µs(λ), where µa(λ) and µs(λ)

are the analytic and the singular part of µ(λ), respectively. We now analyze the roots

of q(u) + h(u, λ) with respect to the variable u, near a branch point. Let us consider

the case λ
(δ)
+ → λ̃+. Using Eq. (2.78) and writing λ̃+ − λ = ε near the branch point

(where ε > 0), we get

A(u)− εB(u)−O(ε2) = 0, (2.95)

where

A(u) = q(u) + b(u)λ̃+ − p(u)λ̃2
+,

B(u) = b(u)− 2p(u)λ̃+.
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FIGURE 2.4: The phase diagrams corresponding to different choices
of Π [see Eq. (2.12)] and C [see Eq. (2.24)] in the limit δ → 0, are
shown. The axis (not shown) corresponds to δ is perpendicular to
the plane of the paper. The contours (black solid lines) given in
Eqs. (2.84), (2.87),(2.88),(2.90), and (2.93) separate the different pos-
sibilities of the singularities (in the limit δ → 0) in the cumulant gen-
erating function µ(λ) in the respective regions of the phase diagrams.
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The left side of Eq. (2.95) is a polynomial in u2. Since the minimum is located at

u = 0, the branch point λ̃+ satisfies the equation A(0) = 0. Therefore, two of the

roots u2
1± of Eq. (2.95) are of O(ε) for small ε, which are given by

u2
1± =

2B(0)
A′′(0)

ε + O(ε2).

On the other hand, by differentiating the equation

q(u) + b(u)λ+(u)− p(u)λ2
+(u) = 0,

and using the condition λ′+(0) = 0, we get B(0)/A′′(0) = −1/λ′′+(0). Since, λ′′+(0) >

0, we finally get

u1± = ±i
√

2ε√
λ′′+(0)

+ O(ε). (2.96)

The other roots are of O(1), which at the leading order, satisfy the reduced equation

u−2 A(u) = 0. Similarly, we can find the behavior near λ̃−. Thus, from Eq. (2.77), we

find the nature of the singularities near a branch point as:

µs(λ) =


− 1√

2λ′′+(0)

√
λ̃+ − λ as λ→ λ̃+,

− 1√
−2λ′′−(0)

√
λ− λ̃− as λ→ λ̃−.

(2.97)

Note that ±λ′′±(0) diverges as δ→ 0. Therefore, µs(λ) goes to zero as δ→ 0.

In the other two cases where λ
(δ)
± → λ±, the singular behaviors of µ(λ) near the

singularities in the limit δ→ 0 are same as that of µ0(λ). In all cases, away from the

singularities, µ(λ)→ µ0(λ) as δ→ 0.

2.9 Large deviation function and asymmetry function

2.9.1 Large deviation function

The large deviation function (LDF) is defined by [136]

I(s) = lim
(τ/τγ)→∞

1
(τ/τγ)

ln P(∆SA
tot = sτ/τγ). (2.98)
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Therefore, from Eq. (2.66) we get I(s) = hs(λ∗).

First consider the case when particles A is isolated from particle B (δ = 0) (see

Sec. 2.7). In this case, µ0(λ) is analytic only within a finite region bounded by a pair

of branch point singularities at λ±. Here λ− < 0 and λ+ > 1 with λ+ + λ− = 1,

where λ± are given in Eq. (2.74). In this case, g0(λ) is also analytic within this region

λ ∈ (λ−, λ+).

The solution of following equation

µ′0(λ
∗
0) = −s, (2.99)

gives the saddle-point

λ∗0(s) =
1
2

[
1− s√

s2 + θ

√
1 +

1
θ

]
. (2.100)

It follows that

λ∗0(s) =


λ− + O(1/s2) as s→ +∞,

λ+ −O(1/s2) as s→ −∞.
(2.101)

Therefore, as s decreases from ∞ to −∞ the saddle point λ∗0(s) moves from λ− to λ+

on the real λ line.

Thus, LDF I0(s) is given by

I0(s) = µ0(λ
∗
0(s)) + λ∗0(s)s =


µ0(λ−) + λ−s + O(1/s) as s→ +∞,

µ0(λ+) + λ+s−O(1/s) as s→ −∞.
(2.102)

In the presence of a nonzero coupling (δ > 0), µ(λ) has branch points at λ
(δ)
± . In this

case, the LDF I(s) is related to µ(λ) by

I(s) = µ(λ∗) + λ∗s with µ′(λ∗) = −s,

where we have assumed that g(λ) is analytic in the region λ ∈
(
λ
(δ)
− , λ

(δ)
+

)
. In case

g(λ) has a singularity within this range, it can change the above LDF. However,

finally we are interested in the δ → 0 limit and in this limit we can write g(λ) =

g0(λ) + δcg1(λ), with c > 0, where the function g1(λ) may have singularities. It
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is clear that, the singularities of g1(λ) are not going to contribute to the probability

density function in the δ→ 0 limit.

Now, we see from the Sec. 2.8 in the limit δ → 0, λ
(δ)
+ →λ̃+ [see Fig. 2.2(a)] or λ+

[see Fig. 2.2(b)] and λ
(δ)
− →λ̃− [see Fig. 2.3(a)] or λ− [see Fig. 2.3(b)]. In general, we

can write the µ(λ) around these singularities. Consider a case when λ
(δ)
− → λ̃− and

λ
(δ)
+ → λ+, near λ̃−, we can write µ(λ) = µa(λ) + µs(λ) where µa(λ) and µs(λ) are

respectively the analytic and singular part of µ(λ). Evidently, µa(λ)→ µ0(λ) as δ→

0. On the other hand, for the singular part near λ̃−, for small δ, µs(λ) ∝ −δ
√

λ− λ̃−

[see Eq. (2.97)]. Note that, for δ → 0, if λ
(δ)
− → λ̃− instead of λ−, then it is necessary

that λ− < λ̃− < 0. In the limit δ → 0, when s increases from −∞ to ∞, the saddle

point λ∗(s) moves from λ+ to λ̃− on the real λ line. For [λ∗(s) − λ̃−] � δ2, the

saddle point is dominated by the equation µ′a(λ
∗) = −s, which in the limit δ → 0

reduces to Eq. (2.99). Therefore, the LDF is the same I0(s), that has been obtained for

the uncoupled case. On the other hand, for [λ∗(s)− λ̃−] � δ2, the saddle point is

dominated by the singular part of the saddle point equation, which results λ∗(s) =

λ̃− + O(δ2/s2). This gives I(s) = µa
[
λ̃− + O(δ2/s2)

]
+ λ̃−s + O(δ2/s). Thus, in the

limit δ→ 0, we get

I(s) =


I0(s) for s < s∗1 ,

µ0(λ̃−) + λ̃−s for s > s∗1 ,
(2.103)

where s∗1 is given by

λ∗0(s
∗
1) = λ̃−. (2.104)

with λ∗0(s) is the saddle point given in Eq. (2.100) for uncoupled case (δ = 0).

A similar calculation can be done for the case when λ
(δ)
− →λ− and λ

(δ)
+ →λ̃+, in

the limit δ→ 0

I(s) =


µ0(λ̃+) + λ̃+s for s < s∗2 ,

I0(s) for s > s∗2 ,

(2.105)

where s∗2 is given by

λ∗0(s
∗
2) = λ̃+, (2.106)

with λ∗0(s) is the solution of Eq. (2.99).
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Since λ∗0(s) is a monotonically decreasing function of s and λ̃+ > λ̃−, we have

s∗2 < s∗1 , and for the case when λ
(δ)
− →λ̃− and λ

(δ)
+ →λ̃+ , in the limit δ→ 0

I(s) =


µ0(λ̃+) + λ̃+s for s < s∗2 ,

I0(s) for s∗2 < s < s∗1 ,

µ0(λ̃−) + λ̃−s for s > s∗1 .

(2.107)

Finally, when λ
(δ)
− →λ− and λ

(δ)
+ →λ+, in the limit δ→ 0, we get

I(s) = I0(s) for all s (2.108)

2.9.2 Second order discontinuity of the large deviation function

Consider a case where the LDF given by Eq. (2.103) has following form

I(s) =


µ0(λ∗0) + λ∗0s for s < s∗1 ,

µ0(λ̃−) + λ̃−s for s > s∗1 ,

where λ∗0(s) is the solution of Eq. (2.99) and s∗1 is given by (2.104). Evidently, I(s∗1−) =

I(s∗1+), where s∗1± = limε→0(s∗1 ± ε).

Taking a derivative with respective to s, for s > s∗1 we have I′(s) = λ̃−. On the

other hand for s < s∗1 we get

I′(s) = λ∗0(s) +
dλ∗0
ds
[
µ′0(λ

∗
0) + s

]
.

Note that the prime ′ represents the derivative with respect to s (λ∗0) on left (right)

hand side of above equation. Now using Eqs. (2.99) and (2.104), we have I′(s∗1−) =

I′(s∗1+).

For the second derivatives, for s > s∗1 we have I′′(s) = 0. On the other hand, for

s < s∗1 , we get

I′′(s) =
dλ∗0
ds

= − 1
µ′′0 (λ

∗
0)

.

Therefore, I′′(s1−) = −1/µ′′0 (λ̃−) whereas I′′(s1+) = 0 — the second derivative is

discontinuous across s = s∗1 .
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Similarly, one can show that LDF has second order discontinuities across s∗1 and

s∗2 for other cases also.

2.9.3 The asymmetry function and its discontinuity

When the probability density function p(s) obeys fluctuation theorem, it satisfies

lim
τ/τγ→∞

τγ

τ
ln

p(s)
p(−s)

= s, (2.109)

where the probability density function p(s) can be written as

p(s) = P(∆SA
tot = sτ/τγ) τ/τγ. (2.110)

One can define an asymmetry function f (s) as

f (s) =
τγ

τ
ln

p(s)
p(−s)

. (2.111)

In the large time limit (τ → ∞),

f (s) = I(s)− I(−s). (2.112)

We analyze below f (s) only for s > 0, as for s < 0, it can be obtained from the

relation f (−s) = − f (s).

When λ
(δ)
− →λ− and λ

(δ)
+ →λ+, in the limit δ → 0, evidently f (s) = s for all s.

Now for the situation when λ
(δ)
− →λ̃− and λ

(δ)
+ →λ+ in the limit δ → 0, we analyze

the asymmetry function using the expression of the LDF given by Eq. (2.103). Here,

for brevity, we denote

I1(s) = µ0(λ̃−) + λ̃−s.

From Eq. (2.100), λ∗0(s) + λ∗0(−s) = 1, and λ∗0(0) = 1/2. Since λ∗0(s) is a monotoni-

cally decreasing function of s, we have λ∗0 > 1/2 for s < 0 and λ∗0 < 1/2 for s > 0.
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Therefore, s∗1 is always positive as λ̃− < 0. Now, for s∗1 > 0, we get

f (s) =


I0(s)− I0(−s) = s for 0 ≤ s < s∗1 ,

I1(s)− I0(−s) for s > s∗1 .

Since the LDF has a second order discontinuity at s∗1 , it is evident that f (s) also has

a second order discontinuity at s∗1 . The asymptotic expression of f (s), as s → ∞, is

given by

f (s) =
[
µ0(λ̃−)− µ0(λ+)

]
+ [λ̃− + λ+]s + · · ·

When λ
(δ)
− →λ− and λ

(δ)
+ →λ̃+ in the limit δ→ 0, we again for brevity, denote

I2(s) = [µ(λ̃+) + λ̃+s]

in Eq. (2.105). Since λ̃+ > 0, we get s∗2 < 0 for λ̃+ > 1/2 and s∗2 > 0 for 0 < λ̃+ <

1/2. Now when s∗2 < 0 we get

f (s) =


I0(s)− I0(−s) = s for 0 ≤ s < −s∗2 ,

I0(s)− I2(−s) for s > −s∗2 .

On the other hand, when s∗2 > 0, we get

f (s) =


I2(s)− I2(−s) = 2λ̃+s for 0 ≤ s < s∗2 ,

I0(s)− I2(−s) for s > s∗2 .

Again, from the second order discontinuity of the LDF, it is evident that f (s) also

exhibits a second order discontinuity at |s∗2 |. The asymptotic expression of f (s), as

s→ ∞, is given by

f (s) =
[
µ0(λ−)− µ0(λ̃+)

]
+ [λ̃+ + λ−]s + · · ·
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When λ
(δ)
− →λ̃− and λ

(δ)
+ →λ̃+ in the limit δ→ 0, for the case s∗2 > 0, we get

f (s) =


I2(s)− I2(−s) = 2λ̃+s for 0 ≤ s < s∗2 ,

I0(s)− I2(−s) for s∗2 < s < s∗1 ,

I1(s)− I2(−s) for s > s∗1 .

On the other hand, for s∗2 < 0, there may be two cases: (1)−s∗2 < s∗1 and (2)−s∗2 > s∗1 .

In the first case, we have

f (s) =


I0(s)− I0(−s) = s for 0 ≤ s < −s∗2 ,

I0(s)− I2(−s) for −s∗2 < s < s∗1 ,

I1(s)− I2(−s) for s > s∗1 ,

whereas for the second case, we get

f (s) =


I0(s)− I0(−s) = s for 0 ≤ s < s∗1 ,

I1(s)− I0(−s) for s∗1 < s < −s∗2 ,

I1(s)− I2(−s) for s > −s∗2 .

From, the second order discontinuities of the LDF at the points s∗1 and s∗2 , it is evident

that f (s) also exhibits second order discontinuity at the points s∗1 and |s∗2 |. Moreover,

in all cases, for s > max(s∗1 , |s∗2 |), we have

f (s) =
[
µ0(λ̃−)− µ0(λ̃+)

]
+ [λ̃+ + λ̃−]s.

We plotted the asymmetry functions f (s) given in Eq. (2.112), against the scaled

variable s = ∆SA
totτγ/τ for partial entropy production [Figs. 2.6(a) and 2.6(b)] and

apparent entropy production [Figs. 2.6(c)–2.6(e)] for first choice of external forces

(C = 0). Similarly, for second choice of external forces (C = 1), we plotted the

the asymmetry functions f (s) given in Eq. (2.112) against the scaled variable s =

∆SA
totτγ/τ for partial entropy production [Figs. 2.7(a) and 2.7(b)] and apparent en-

tropy production [Figs. 2.7(c) and 2.6(d)]. These plots are shown for fixed δ = 0.1

(magenta dashed line) and δ = 0.01 (blue dotdashed line). In the limit δ → 0 (black
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FIGURE 2.5: A comparison of the analytical probability density func-
tion p(s) (red dashed lines) given by Eq. (2.110) and the asymmetry
function f (s) (red dashed line) given by Eq. (2.111) with the numeri-
cal simulations (blue dots) is shown for time τ/τγ = 50 [(a) and (b)]
and τ/τγ = 150 [(c) and (d)]. The parameters θ and α are taken from
Fig. 2.4(a) for the case of partial entropy production. The coupling
parameter δ and temperature of the heat bath are fixed in all of the
above figures and taken to be δ = 0.1, and T = 1, respectively. This
comparison indicates that as the observation time relative to viscous
relaxation time gets longer, the agreement between theoretical predic-

tion and the numerical simulation becomes better.
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FIGURE 2.6: The above figures are plotted for first choice of exter-
nal forces, i.e. C = 0. The analytical asymmetry function f (s) given
in Eq. (2.112), are plotted against the scaled variable s = ∆SA

totτγ/τ
for: partial entropy production in (a) and (b), and apparent entropy
production in (c)–(e), where s∗1 and s∗2 are given in Sec. 2.9. These
plots are shown for coupling parameter δ = 0.1 (magenta dashed
line) and δ = 0.01 (blue dotdashed line). The asymmetry functions
in the limit δ → 0 (black solid line) are also shown for respective
cases. The comparison of analytical asymmetry functions f (s) (red
dashed line) given in Eq. (2.111), with the numerical simulation re-
sults (blue dots) is shown for: partial entropy production in (f) and
(g), and apparent entropy production in (h)–(j). The analytical prob-
ability density function p(s) (red dashed line) given in Eq. (2.110) is
compared with the numerical simulation result (blue dots) for: partial
entropy production in (k) and (l), and apparent entropy production in
(m)–(o). For comparison of analytical predictions with the numerical
simulations, we choose δ = 0.1 and the observation time with respect

to viscous relaxation time τ/τγ = 150
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FIGURE 2.7: The above figures are plotted for second choice of exter-
nal forces, i.e. C = 1. The analytical asymmetry functions f (s) given
in Eq. (2.112), are plotted against the scaled variable s = ∆SA

totτγ/τ
for: partial entropy production in (a) and (b), and apparent entropy
production in (c) and (d), where s∗1 and s∗2 are given in Sec. 2.9. These
plots are shown for coupling parameter δ = 0.1 (magenta dashed
line) and δ = 0.01 (blue dotdashed line). The asymmetry functions in
the limit δ → 0 (black solid line) are also shown for respective cases.
The comparison of analytical asymmetry functions f (s) (red dashed
line) given in Eq. (2.111), with the numerical simulation results (blue
dots) is shown for: partial entropy production in (e) and (f), and ap-
parent entropy production in (g) and (h). The analytical probability
density function p(s) (red dashed line) given in Eq. (2.110) is com-
pared with the numerical simulation result (blue dots) for: partial en-
tropy production in (i) and (j), and apparent entropy production in (k)
and (l). For comparison of analytical predictions with the numerical
simulations, we choose δ = 0.1 and the observation time with respect

to viscous relaxation time τ/τγ = 150.
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solid line), the asymmetry functions f (s) are also shown for each case. Therefore,

one can see that as the coupling parameter δ decreases, the asymmetry function f (s)

converges to that of δ→ 0 case.

The asymptotic expressions for the asymmetry function f (s) in the limit δ → 0

and for large s (s→ ∞) are given as

f (s) =



[
µ0(λ−)− µ0(λ̃+)

]
+ [λ− + λ̃+]s for region I of Fig. 2.4(a),[

µ0(λ̃−)− µ0(λ̃+)
]
+ [λ̃− + λ̃+]s for region II of Fig. 2.4(a),[

µ0(λ−)− µ0(λ+)
]
+ [λ− + λ+]s for region I of Fig. 2.4(b),[

µ0(λ−)− µ0(λ̃+)
]
+ [λ− + λ̃+]s for region II of Fig. 2.4(b),[

µ0(λ̃−)− µ0(λ̃+)
]
+ [λ̃− + λ̃+]s for region III of Fig. 2.4(b),[

µ0(λ−)− µ0(λ̃+)
]
+ [λ− + λ̃+]s for region I of Fig. 2.4(c),[

µ0(λ̃−)− µ0(λ̃+)
]
+ [λ̃− + λ̃+]s for region II of Fig. 2.4(c),[

µ0(λ−)− µ0(λ+)
]
+ [λ− + λ+]s for region I of Fig. 2.4(d),[

µ0(λ̃−)− µ0(λ+)
]
+ [λ̃− + λ+]s for region II of Fig. 2.4(d),

(2.113)

and f (−s) = − f (s).

2.10 Numerical simulation

In Fig. 2.5, we show a comparison of theoretical predictions of probability density

function p(s) (red dashed line) given by Eq. (2.110) and the asymmetry function f (s)

(red dashed lines) given by Eq. (2.111) with the numerical simulations (blue dots) for

time τ/τγ = 50 [(a) and (b)] and τ/τγ = 150 [(c) and (d)]. The parameters α and

θ are taken from Fig. 2.4(a). For all these figures, we set the coupling parameter

δ = 0.1, and temperature of the heat bath T = 1. It is clear from these figures, as

the observation time increases, the agreement between theoretical predictions and

the numerical simulations gets better. The details of the numerical simulations are

discussed in Appendix A.

For first choice of external forces, the comparison of analytical asymmetry func-

tion f (s) (red dashed line) given by Eq. (2.111), with the numerical simulation (blue
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dots) is shown for partial [Figs. 2.6(f) and 2.6(g)] and apparent entropy production

[Figs. 2.6(h)–2.6(j)]. For second choice of external forces, we compare the analytical

predictions of the asymmetry function f (s) (red dashed lines) given in Eq. (2.111),

with the numerical simulations (blue dots) for partial [Figs. 2.7(e) and2.6(f)] and

apparent entropy production [Figs. 2.7(g) and 2.7(h)]. We compare the probability

density function p(s) (red dashed lines) given in Eq. (2.110), with the numerical sim-

ulation result (blue dots) for first choice of external forces in Figs. 2.6(k) and 2.6(l),

and Figs. 2.6(m)–2.6(o) for partial and apparent entropy production, respectively.

For second choice of external forces, we compare the probability density function

p(s) (red dashed lines) given in Eq. (2.110), with the numerical simulation (blue

dots) for partial [Figs. 2.7(i) and 2.7(j)] and apparent entropy production [Figs. 2.7(k)

and 2.7(l)]. For all figures, we choose δ = 0.1, T = 1, and the observation time

τ/τγ = 150. These figures indicate that there is nice agreement between theoretical

predictions and the numerical simulations.

2.11 Summary

We have considered a system of two Brownian particles, coupled by harmonic po-

tential of stiffness k, immersed in a heat bath at a temperature T. Both of these par-

ticles are driven by external Gaussian white noises. Here, we have considered two

different choices of forces: (1) both forces are uncorrelated with each other, and (2)

both of them are correlated with each other. The strength of the force acting on parti-

cle A relative to strength of the noise from the bath is θ whereas the ratio of strength

of the force acting on particle B to that on particle A is α2. A dimensionless cou-

pling parameter δ=2km/γ2 is also introduced. Because of driving forces, the given

system reach in the non-equilibrium steady state and generates entropy. Evidently,

the total entropy production from the combined system (A+B) satisfies fluctuation

theorem. The central question we asked in this chapter is whether fluctuation the-

orem holds for partial system in weak coupling limit (δ � 1)? To answer that we

have focused on the total entropy production due to one of the particle (partial and

apparent entropy production) in the coupled system. For each case, we have given
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phase diagrams in (α, θ) plane in the limit δ → 0. Except for region I of phase dia-

grams shown in Figs. 2.4(b) and 2.4(d), the deviation from the fluctuation theorem

for both definition of entropy production and also for both choices of external forces

is observed even in the weak coupling limit (δ → 0). Numerical simulation are also

done to verify the analytical results, and there is nice agreement between them.
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Chapter 3

Partial entropy production in heat

transport

In this chapter, we consider a system of two Brownian particles (say A and B), cou-

pled to each other via harmonic potential of stiffness constant k. Particle A is con-

nected to two heat baths of constant temperatures T1 and T2, and particle B is con-

nected to a single heat bath of a constant temperature T3. In the steady state, the

total entropy production for both particles obeys the fluctuation theorem. We com-

pute the total entropy production due to particle A in the coupled system (partial

and apparent entropy production) in the steady state for a time segment τ. When

both particles are weakly interacting with each other, the fluctuation theorem for

partial and apparent entropy production is studied. We find a significant deviation

from the fluctuation theorem. The analytical results are also verified using numerical

simulations.

3.1 Introduction

When a potential difference is maintained across an electrical conductor, the electric

current flows through it. Similarly, a thermal gradient causes a heat flow across a

thermal conductor. These are examples of Transport Phenomena. For macroscopic

systems, these phenomena are described by the Ohm’s law for electric conduction,

and the Fourier’s law for heat transport. Microscopically, these involve the transfer

of electric charges or lattice vibrations (phonons). Interestingly, there have been a

lot of research carried out to understand these phenomena from the microscopic



70 Chapter 3. Partial entropy production in heat transport

point of view. For instance, heat transport studies include several questions such as

heat transport in the low dimensions, the dependence of the transport coefficient on

system size, etc. [27, 10, 84].

Small systems such as a Brownian particle, harmonic oscillator, harmonic or an-

harmonic chain, etc., having a finite number of degrees of freedom (DOFs) coupled

to a thermal gradient, the heat flows from the hot reservoir at a temperature T1 to

the cold reservoir at a temperature T2. However, in this small system, due to thermal

fluctuations, once in a while, the heat may flow in the reverse direction, although on

an average, the heat current follows the sign of (T1 − T2) in accordance with the sec-

ond law of thermodynamics [15, 58, 147]. The entropy production in the baths is

∆Smed = −(Q1/T1 + Q2/T2) (see Sec. 3.6), where Qi is the heat energy transferred

by the ith bath to the system. This quantity may not always satisfy the steady state

fluctuation theorem [see Eq. (1.13)] as shown in Sec. 3.6. However, once the system

entropy production ∆Ssys is added to medium one, resulted total entropy production

∆Stot in the steady state obeys the relation Eq. (1.13).

In the previous chapter, we discussed when the time-scale of relaxation of system

DOFs is much larger than that of bath DOFs, and then one must include all relevant

slow DOFs to compute the total entropy production. In the steady state, the total

entropy production corresponding to them satisfies Eq. (1.13). However, when some

of them are masked or hidden, the relation Eq. (1.13) may not be valid. In contrary to

naive understanding where one assumes that the relation (1.13) might hold when the

interaction between the observed and the hidden part of the system is vanishingly

small, we tested the steady state fluctuation theorem for the total entropy production

for a part of a coupled Brownian particle system in the weak coupling limit [52,

53]. The system was maintained in the non-equilibrium steady state by driving each

particle with an external stochastic Gaussian force. We have shown that deviation

from the fluctuation theorem can be seen even in this limit (see Chapter 2).

In this chapter [54], we consider a coupled Brownian particle system where one

of the particles (say particle A) is connected to two heat baths at different tempera-

tures while the other one (say particle B) in attached to a single heat bath. We take the

interaction between these two particles to be harmonic. Here, we focus on the total

entropy production in the steady state by one of the particles (say particle A) in the
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coupled system (partial and apparent entropy production). In the limit of vanish-

ing coupling, the deviation from the fluctuation theorem [see Eq. (1.13)] is studied.

There are two important features of this chapter: (1) In contrast to the previous chap-

ter, we have used a thermal gradient to drive the system into the nonequilibrium

steady state, and (2) The asymmetry function given in Eq. (3.110), has a negative

slope which was not observed in the earlier studies.

The remainder of this chapter is as follows. We describe the model system and

give the definition of partial and apparent entropy production in Sec. 3.2. Section 3.3

contains the Fokker-Planck equation for the conditional moment generating func-

tion of functional W given in Eq. (3.21), and its general solution at the large time. We

give the detailed calculation for the generating function Z(λ) ∼ g(λ)e(τ/τγ)µ(λ) in

the large time limit (τ → ∞) for both definitions of entropy production in Sec. 3.4,

and then, we invert Z(λ) using saddle-point method which yields the probabil-

ity density function for the partial and apparent entropy production (Sec. 3.5). In

Sec. 3.6, we compute the medium entropy production by a single Brownian par-

ticle connected to a thermal gradient, and show that for the entropy production

to satisfy the steady state fluctuation theorem for large but finite time, it is neces-

sary to incorporate the system entropy production. Since we are interested in the

steady state fluctuation theorem for the partial and apparent entropy production in

the weak coupling limit, we discuss the assumption to approximate the prefactor

term g(λ) ≈ g0(λ) in Sec. 3.7. The cumulant generating function µ(λ) is analyzed

in Sec. 3.8. In Sec. 3.8.1, we discuss the Gallavotti-Cohen symmetry [82] of the cu-

mulant generating function µ(λ). The large deviation function, and the asymmetry

function which measures the deviation from the steady state fluctuation theorem is

discussed in Sec. 3.9. Section 3.10 contains the comparison of analytical predictions

with numerical simulations. We summarize the chapter in Sec. 3.11.

3.2 Model

Consider a Brownian particle (say particle A) of mass m, in contact with two heat

baths at temperatures T1 and T2 < T1. Let γ1 and γ2 are the dissipation constants of

baths with temperatures T1 and T2, respectively. Suppose the Brownian particle A
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δ
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T
3
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TT1 ,  γ
1 2,  γ2

FIGURE 3.1: Brownian particle A is connected to two heat baths of
temperatures (dissipation constants) T1 (γ1) and T2 (γ2) while particle
B is connected to a bath of temperature (dissipation constant) T3 (γ3).
Both particles are connected by a spring of coupling parameter δ =

2km/γ2
1 (dimensionless).

is coupled harmonically with another Brownian particle (say particle B) of mass m.

The particle B is in contact with a single heat bath of a constant temperature T3 and

a dissipation constant γ3. The schematic diagram of the coupled Brownian particle

system is shown in Fig. 3.1. The Hamiltonian of the system is given as

H(y, vA, vB) =
1
2

mv2
A +

1
2

mv2
B +

1
2

ky2, (3.1)

where y = xA− xB is the relative distance between particle A and B, k is the stiffness

constant, vA and vB are the velocities of particle A and B, respectively. The evolution

of the given system is described by the following Langevin equations

ẏ = vA(t)− vB(t), (3.2)

mv̇A = −γAvA(t) + ηA(t)− ky(t), (3.3)

mv̇B = −γBvB(t) + ηB(t) + ky(t), (3.4)

where ηA(t) = η1(t) + η2(t), ηB(t) = η3(t), γA = γ1 + γ2, and γB = γ3. The

thermal noises η1(t), η2(t), and η3(t) are from the heat baths with mean zero and

correlation 〈ηi(t)ηj(t′)〉 = 2Tiγiδijδ(t − t′), where {i,j}={1,2,3}. We set Boltzmann’s

constant kB = 1 throughout the calculations.

The aim of this chapter is to understand the validity of the fluctuation theorem

for the total entropy production of a subsystem or partial system of the complete
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system in the steady state. In the following subsections, we give two definitions of

entropy production.

3.2.1 Partial entropy production

Suppose we are interested in the total entropy production due to particle A in a

coupled Brownian particle system as shown in Fig. 3.1. The dynamics of particle A

is given by Eq. (3.3). Multiplying Eq. (3.3) by vA(t) on both sides and integrating

over time t from 0 to τ yields

1
2

m[v2
A(τ)− v2

A(0)] = Q1(t) + Q2(t)− k
∫ τ

0
dt y(t)vA(t), (3.5)

where Qi =
∫ τ

0 [ηi(t)− γivA(t)]vA(t)dt, is the heat absorbed by Brownian particle A

from the ith heat bath. The term on the left hand side is the change in the kinetic en-

ergy of the Brownian particle A from time t = 0 to t = τ. The third term on the right

hand side is the energy change due to an interaction among the particles. Notice that

the integrals on the right hand side of the above equation follow Stratonovich rule of

integration [124]. All of the baths are of infinite size and have infinite heat capacity.

Therefore, these are assumed to be always in thermal equilibrium. Using standard

thermodynamics, the entropy production in the baths due to Brownian particle A

can be written as

∆S̄A
med = −

(
Q1

T1
+

Q2

T2

)
= ∆βQ1 −

k
T2

∫ τ

0
dt y(t)vA(t)−

m
2T2

[v2
A(τ)− v2

A(0)], (3.6)

where ∆β =
1
T2
− 1

T1
is the difference of inverse temperatures.

Total entropy production ∆S̄A
tot of Brownian particle A is the sum of the medium

entropy production ∆S̄A
med and the system entropy production ∆S̄A

sys of the particle

A. In the steady state, the system entropy production of the particle A from time

t = 0 to t = τ is [121, 120]

∆S̄A
sys = − ln Pss(vA(τ)) + ln Pss(vA(0)), (3.7)
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where Pss(vA) is the steady state distribution obtained after integrating the joint

steady state distribution P f ull
ss (y, vA, vB) over y and vB:

Pss(vA) =
1√

2πHP
exp

[
− v2

A
2HP

]
. (3.8)

In the above equation, HP is given by

HP = lim
τ→∞

〈
[vA(τ)− 〈vA(τ)〉]2

〉
=

γ3(γ1 + γ2 + γ3)(γ1T1 + γ2T2) + mk(γ1T1 + γ2T2 + γ3T3)

m(γ1 + γ2 + γ3)(mk + γ1γ3 + γ2γ3)
. (3.9)

Therefore, the total entropy production due to particle-A in the coupled system (i.e.

partial entropy production) is given as

∆S̄A
tot = ∆βQ1 −

k
T2

∫ τ

0
dt y(t)vA(t)−

1
2

[
m
T2
− 1

HP

]
[v2

A(τ)− v2
A(0)]. (3.10)

3.2.2 Apparent entropy production

Consider an experiment where we want to find the entropy production for a single

Brownian particle (say particle A) in contact with two heat baths of temperatures

(dissipation constants) T1 (γ1) and T2 (γ2) (see Fig. 3.1 with δ = 0). The Langevin

equation for Brownian particle A is

mv̇A = −(γ1 + γ2)vA(t) + η1(t) + η2(t). (3.11)

Multiplying above equation by vA on both sides and integrating over time t from 0

to τ gives Eq. (3.5) with k = 0. Therefore, one can write the entropy production in

the baths due to Brownian particle A as

∆S̃A
med = −

(
Q1

T1
+

Q2

T2

)
= ∆βQ1 −

m
2T2

[v2
A(τ)− v2

A(0)]. (3.12)

The system entropy production of the Brownian particle A in steady state is given

as

∆S̃A
sys = − ln P̃ss(vA(τ)) + ln P̃ss(vA(0)). (3.13)
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In the above equation, P̃ss(vA) is the steady state distribution obtained from Eq. (3.11)

P̃ss(vA) =
1√

2πHA
exp

(
− v2

A
2HA

)
, (3.14)

where

HA = lim
τ→∞

〈
[vA(τ)− 〈vA(τ)〉]2

〉
=

γ1T1 + γ2T2

m(γ1 + γ2)
.

Therefore, the total entropy production of particle A can be written as

∆S̃A
tot = ∆βQ1 −

1
2

[
m
T2
− 1

HA

]
[v2

A(τ)− v2
A(0)]. (3.15)

It is important to note that Eq. (3.15) is written by assuming that there is no other

particle is coupled to the given particle A. Therefore, an experimentalist naively uses

Eq. (3.15) to compute the entropy production due to a single Brownian particle A

coupled to two heat baths of distinct temperatures. If there is one more particle (say

particle B) coupled to a heat bath, is present and interacting harmonically with given

particle A, then the actual dynamics of particle A will be given by Eqs. (3.2)–(3.4).

To understand what an experimentalist observes without the prior knowledge of

particle B, we use Eq. (3.15) for entropy production with the actual dynamics given in

Eqs. (3.2)–(3.4), and then we compute the distribution of total entropy production of

particle A. This definition of entropy production we call apparent entropy production.

In fact, we can combine both definitions of entropy production [i.e. Eqs. (3.10)

and (3.15)] using a parameter Π given in Eq. (2.12). Therefore, the generalize partial

entropy production of particle A reads

∆SA
tot = ∆βQ1 −

Πk
T2

∫ τ

0
dt y(t)vA(t)−

1
2

[
m
T2
− 1

H

]
[v2

A(τ)− v2
A(0)], (3.16)

where H = ΠHP + (1−Π)HA.

Our goal is to compute the distribution of the generalize partial entropy pro-

duction for particle A in the coupled system, i.e. P(∆SA
tot), in the non-equilibrium

steady state. From Eq. (3.16), we see that ∆SA
tot depends on thermal noises quadrat-

ically. Therefore, the distribution of generalize partial entropy production will be

non-Gaussian.
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The quantity ∆SA
tot given in Eq. (3.16), is a stochastic quantity whose value de-

pends on both initial state of the system and thermal Gaussian noises. Therefore, the

probability density function of it is obtained by inverting the moment generating

function defined as

Z(λ) = 〈exp(−λ∆SA
tot)〉, (3.17)

where the angular brackets indicate the average over both initial configuration of

the system and set of all paths. Instead of computing Z(λ) directly, it is useful to

first compute the restricted moment generating function for ∆SA
tot:

Z(λ, U, τ|U0) =
〈

exp(−λ∆SA
tot)δ[U −U(τ)]

〉
U,U0

, (3.18)

where the angular brackets represent the average over trajectories starting from ini-

tial variable U0 = [y(0), vA(0), vB(0)]T to final variable U(τ) = [y(τ), vA(τ), vB(τ)]
T.

Substituting ∆SA
tot from Eq. (3.16) in Eq. (3.18), we get

Z(λ, U, τ|U0) = ZW(λ, U, τ|U0) eλ/2(mT−1
2 −H−1)(UTΣU−UT

0 ΣU0), (3.19)

where Σij = δi,jδ2,j with {i,j}={1,2,3},

ZW(λ, U, τ|U0) =
〈
e−λWδ[U −U(τ)]

〉
U,U0

, (3.20)

and W is

W = ∆βQ1 −
Πk
T2

∫ τ

0
dt y(t)vA(t). (3.21)

Since the boundary terms do not contribute in the averaging process in Eq. (3.19),

we have taken them outside from the angular brackets. In the following, we write

the evolution equation satisfied by ZW(λ, U, τ|U0).

3.3 Fokker-Planck equation

The restricted moment generating function ZW(λ, U, τ|U0) follows the Fokker-Planck

equation [70, 107]
∂ZW(λ, U, τ|U0)

∂τ
= LλZW(λ, U, τ|U0), (3.22)
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where the differential operator Lλ has the following form

Lλ =
1
m ∑

i=A,B

[
∂H
∂xi

∂

∂vi
− ∂H

∂vi

∂

∂xi

]
+

γBvB

m
∂

∂vB
+

γ1T1 + γ2T2

m2
∂2

∂v2
A
+

γ3T3

m2
∂2

∂v2
B
+

3

∑
i=1

γi

m

+ λ

[
γ1∆β

(
v2

A +
T1

m

)
+

ΠkyvA

T2

]
+ λ2∆β2v2

Aγ1T1 +
vA

m
(γA + 2λγ1T1∆β)

∂

∂vA
.

(3.23)

The differential Eq. (3.22) is subjected to the initial condition ZW(λ, U, 0|U0) =

Z(λ, U, 0|U0) = δ(U −U0).

General solution of the differential Eq. (3.22) is

ZW(λ, U, τ|U0) = ∑
n

eτµ̃n(λ)χn(U0, λ)Ψn(U, λ). (3.24)

In the above equation, χn(U0, λ) and Ψn(U, λ) are the nth left and right eigenfunc-

tions, respectively, corresponding to eigenvalue µ̃n(λ) of the differential operator

Lλ. These eigenfunctions satisfy orthonormality condition:

∫
χn(U, λ)Ψm(U, λ) dU = δnm. (3.25)

Computation of these eigenvalues and eigenfunctions is quite involved and not il-

luminating to us. In most of the physical situations, one is interested in the large

time solution of the differential equation. In such cases, the solution of differential

Eq. (3.22), is dominated by the largest eigenvalue of the full spectrum, i.e. µ̃(λ) =

max{µ̃n(λ)}. Thus, for large time

ZW(λ, U, τ|U0) = eτµ̃(λ)χ(U0, λ)Ψ(U, λ) + . . . , (3.26)

where µ̃(λ) is the largest eigenvalue of the differential operator Lλ and the corre-

sponding left and right eigenfunctions are χ(U0, λ) and Ψ(U, λ), respectively. Sub-

stituting λ = 0 in the restricted moment generating function, and identifying µ̃(0) =

0 and χ(U0, 0) = 1 yields the steady state of the system: P f ull
ss (U) = ZW(0, U, τ →

∞|U0) = Ψ(U, 0). Therefore, integrating Z(λ, U, τ|U0) given in Eq. (3.19), over the
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initial steady state distribution P f ull
ss (U0) and the final state U yields

Z(λ) =
∫

dU
∫

dU0 P f ull
ss (U0)Z(λ, U, τ|U0) = g(λ)eτµ̃(λ) + . . . , (3.27)

where g(λ) is the prefactor given as

g(λ) =
∫

dU0

∫
dU P f ull

ss (U0) χ(U0, λ)Ψ(U, λ) eλ/2
(

mT−1
2 −H−1

)(
UTΣU−UT

0 ΣU0

)
.

(3.28)

The largest eigenvalues µ̃(λ) and the corresponding left eigenfunction χ(U0, λ), and

right eigenfunction Ψ(U, λ) can be found using a technique developed in Ref. [76].

Therefore, the cumulant generating function µ(λ) obtained as

µ(λ) = − 1
4π

∫ ∞

−∞
du ln

[
1 +

h(u, λ)

q(u)

]
, (3.29)

where µ(λ) = τγµ̃(λ),

h(u, λ) = 4λ(1− λ)β12
[
α12(1− β12)

2{u4 + u2(α2
13 − δ) + δ2/4}+ δ2α13β13(β12 + Π− 1)/4

]
− λδ2α13

[
(β12 + β13λΠ− β13λ)(β12 + Π− 1) + α12β12Π(β12 − β13 + β13λΠ)

]
,

(3.30)

q(u) = β2
12
[
u6 + u4{(1 + α12)

2 + α2
13 − 2δ}+ u2{(1 + α12)

2 − δ}(α2
13 − δ)

+ δ2(1 + α12 + α13)
2/4
]
. (3.31)

Here, β1j =
Tj

T1
and α1j =

γj

γ1
with j = 2, 3, the coupling parameter δ =

2km
γ2

1
, and

τγ =
m
γ1

is the viscous relaxation time.

3.4 Calculation for moment generating function Z(λ)

In this section, we compute the moment generating function Z(λ) ∼ g(λ)e(τ/τγ)µ(λ)

in the large time limit using the method developed in [76]. Therefore, we write the

Langevin equations given in Eqs. (3.2)–(3.4), for the coupled system shown in Fig. 3.1
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in the matrix form as

ẏ = ATV(t), (3.32)

mV̇ = −ΓV(t)− kAy(t) + ξ(t), (3.33)

where A = (1,−1)T, V = (vA, vB)
T, ξ = (ηA, ηB)

T, and Γij = δij(δ1jγA + δ2jγB) with

{i,j}={1,2}. Using finite time Fourier transform [see Eq. (2.16)], we rewrite Eqs. (3.32)

and (3.33) in the frequency domain as

ỹ(ωn) = ATG(ωn)ξ̃(ωn)−
1
τ

[
(γ3 + imωn)(G22 − G12)∆y + mATG(ωn)∆V

]
,

(3.34)

Ṽ(ωn) = iωnG(ωn)ξ̃(ωn) +
G(ωn)

τ
[kA∆y− imωn∆V]. (3.35)

In the above equations, ∆y = y(τ) − y(0), ∆V = V(τ) − V(0), and the Green’s

function matrix G(ωn) = [−mω2
n + iωnΓ + Φ]−1, where Φrl = k(2δlr − 1) with

{l, r} = {1, 2}, and the matrix elements Gij = [G(ωn)]ij are

G11 =
−mω2

n + iωnγB + k
iωn[(γA + γB)(k−mω2

n) + iωn(2km + γAγB)− im2ω3
n]

,

G22 =
−mω2

n + iωnγA + k
iωn[(γA + γB)(k−mω2

n) + iωn(2km + γAγB)− im2ω3
n]

,

G12 = G21 =
k

iωn[(γA + γB)(k−mω2
n) + iωn(2km + γAγB)− im2ω3

n]
.

Therefore, we can write ỹ(ωn) and ṽA(ωn) as

ỹ(ωn) = (G11 − G12)[η̃1(ωn) + η̃2(ωn)] + (G12 − G22)η̃3 −
1
τ

∆UTq1, (3.36)

ṽA(ωn) = iωn[G11{η̃1(ωn) + η̃2(ωn)}+ G12η̃3(ωn)] +
1
τ

∆UTq2, (3.37)

where

qT
1 = [(γ3 + iωnm)(G22 − G12), m(G11 − G12), m(G12 − G22)], (3.38)

qT
2 = [k(G11 − G12),−imωnG11,−imωnG12]. (3.39)
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The row vector UT(τ) = [y(τ), VT(τ)] is given as

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iεωn [ỹ(ωn), ṼT(ωn)]. (3.40)

Substituting Eqs. (3.34) and (3.35) in the above equation, we find that the terms

lim
ε→0

∞

∑
n=−∞

e−iεωn

τ
[(γ3 + iωnm)(G22 − G12)∆y + mATG(ωn)∆V],

lim
ε→0

∞

∑
n=−∞

e−iεωn

τ
[kAT∆y− imωn∆VT]GT(ωn),

go to zero. This is because in the limit of large τ, we convert summations into in-

tegrations, and these terms have poles in the upper half of the complex ω-plane.

Therefore, using the calculus of residue, one can find that the contributions from

these terms vanishes. This implies

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iεωn [{η̃1(ωn) + η̃2(ωn)}qT
3 + η̃3(ωn)qT

4 ], where (3.41)

qT
3 = (G11 − G12, iωnG11, iωnG12), (3.42)

qT
4 = (G12 − G22, iωnG12, iωnG22). (3.43)

The mean and variance of U(τ) are

〈U(τ)〉 = 0, (3.44)

〈U(τ)UT(τ)〉 = 1
π

∫ ∞

−∞
dω[(T1γ1 + T2γ2)q3q†

3 + T3γ3q4q†
4], (3.45)

respectively. In Eq. (3.45), we have used the definition of correlation function of

noises in the frequency domain as given by

〈η̃i(ω)η̃j(ω
′)〉 = 2Tiγi

τ
δ(ω + ω′)δij. (3.46)

From Eq. (3.41), it is clear that the steady state distribution of U = (y, vA, vB)
T is

Gaussian distribution whose mean and variance are given in Eqs. (3.44) and (3.45),
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respectively:

P f ull
ss (U) =

1√
(2π)3 det M

exp
[
− 1

2
UT M−1U

]
, where Mij = 〈U(τ)UT(τ)〉ij.

(3.47)

The quantity W is non-linear in thermal noises [see Eq. (3.21)]. Therefore, we write

it in the frequency domain using Eq. (2.17) as

W =
τ

2

∞

∑
n=−∞

[
∆βI1n −

Πk
T2

I2n

]
, where (3.48)

I1n = η̃1(ωn)ṽA(−ωn) + η̃1(−ωn)ṽA(ωn)− 2γ1ṽA(ωn)ṽA(−ωn), (3.49)

I2n = ỹ(ωn)ṽA(−ωn) + ỹ(−ωn)ṽA(ωn). (3.50)

Substituting ỹ(ωn) and ṽA(ωn) from Eqs. (3.36) and (3.37) in Eqs. (3.49) and (3.50)

yields

I1n = iωn
[
G11(η̃1 + η̃2)η̃

∗
1 + G12η̃3η̃∗1 − G∗11η̃1(η̃

∗
1 + η̃∗2 )− G∗12η̃1η̃∗3

]
+

∆UTq2

τ
η̃∗1

− 2γ1ω2
n
[
|G11|2(η̃1 + η̃2)(η̃

∗
1 + η̃∗2 ) + |G12|2η̃3η̃∗3 + G11G∗12(η̃1 + η̃2)η̃

∗
3

+ G12G∗11η̃3(η̃
∗
1 + η̃∗2 )

]
− 2γ1

τ2 ∆UTq2qT
2 ∆U − 2iγ1ωn

q†
2∆U
τ

[G11(η̃1 + η̃2) + G12η̃3]

+
q†

2∆U
τ

η̃1 + 2iγ1ωn
∆UTq2

τ
[G∗11(η̃

∗
1 + η̃∗2 ) + G∗12η̃∗3 ], (3.51)

and

I2n = iωn(η̃1 + η̃2)(η̃
∗
1 + η̃∗2 )(G12G∗11 − G11G∗12) + iωn(η̃1 + η̃2)η̃

∗
3 [G11(G∗12 − G∗22)

− G∗12(G11 − G12)] + iωnη̃3(η̃
∗
1 + η̃∗2 )[G12(G∗11 − G∗12)− G∗11(G12 − G22)]

+ iωnη3η∗3 (G22G∗12 − G12G∗22) +
q†

2∆U
τ

[(G11 − G12)(η̃1 + η̃2) + (G12 − G22)η̃3]

+
∆UTq2

τ
[(G∗11 − G∗12)(η̃

∗
1 + η̃∗2 ) + (G∗12 − G∗22)η

∗
3 ]− iωn

q†
1∆U
τ

[G11(η̃1 + η̃2) + G12η̃3]

+ iωn
∆UTq1

τ
[G∗11(η̃

∗
1 + η̃∗2 ) + G∗12η̃∗3 ]−

∆UT(q1q†
2 + q2q†

1)∆U
τ2 . (3.52)

For convenience, in the above equations, we have written G∗ij = [G(−ωn)]ij, and

η̃∗r = η̃r(−ωn).
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Now, the restricted moment generating function for W is given by

ZW(λ, U, τ|U0) = 〈e−λWδ[U −U(τ)]〉U,U0 =
∫ d3σ

(2π)3 eiσTU〈eE(τ)〉U,U0 , (3.53)

where we have used the integral representation of Dirac delta function, and E(τ) is

given by

E(τ) = −λW − iσTU(τ). (3.54)

Using Eqs. (3.41) and (3.48), we write E(τ) as

E(τ) =
∞

∑
n=1

[
− λτζT

n Cnζ∗n + ζT
n ᾱn + ᾱT

−nζ∗n +
λ

τ
| fn|2

]
− λτ

2
ζT

0 C0ζ0 + ζT
0 ᾱ0 +

λ

2τ
f 2
0 ,

(3.55)

where Cn = ∆βCI
n −

Πk
T2

CII
n , and the row vector containing thermal noises in the

frequency domain is ζT
n = (η̃1, η̃2, η̃3). Here the matrices CI

n and CII
n are

CI
n =


CI

11 CI
12 CI

13

CI∗
12 CI

22 CI
23

CI∗
13 CI∗

23 CI
33

 and CII
n =


CII

11 CII
12 CII

13

CII
21 CII

22 CII
23

CII∗
13 CII∗

23 CII
33

 ,

whose matrix elements are

CI
11 = iωn(G11 − G∗11)− 2γ1ω2

n|G11|2,

CI
12 = −iωnG∗11 − 2γ1ω2

n|G11|2,

CI
13 = −iωnG∗12 − 2γ1ω2

nG11G∗12,

CI
22 = −2γ1ω2

n|G11|2,

CI
23 = −2γ1ω2

nG11G∗12,

CI
33 = −2γ1ω2

n|G12|2,

CII
11 = CII

12 = CII
21 = CII

22 = iωn[G12G∗11 − G11G∗12],

CII
13 = CII

23 = iω[G11(G∗12 − G∗22)− G∗12(G11 − G12)],

CII
33 = iωn[G22G∗12 − G12G∗22],

CI,II∗
ij = CI,II

ij (−ωn).
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The column vector ᾱn is

ᾱn = −λ


aT

11∆U

aT
21∆U

aT
31∆U

− ie−iεωn


qT

3 σ

qT
3 σ

qT
4 σ

 , (3.56)

in which

aT
11 =

[
∆β(1− 2iγ1ωnG11)−

Πk
T2

(G11 − G12)

]
q†

2 +
iωnΠk

T2
G11q†

1,

aT
21 =

[
− 2iγ1ωn∆βG11 −

Πk
T2

(G11 − G12)

]
q†

2 +
iωnΠk

T2
G11q†

1,

aT
31 =

[
− 2iγ1ωn∆βG12 −

Πk
T2

(G12 − G22)

]
q†

2 +
iωnΠk

T2
G12q†

1.

In Eq. (3.55), | fn|2 is given by

| fn|2 = ∆UT
[

2∆βγ1q2q†
2 −

Πk
T2

(q1q†
2 + q2q†

1)

]
∆U.

Therefore,

〈eE(τ)〉U,U0 =
∞

∏
n=1

〈
exp

[
− λτζT

n Cnζ∗n + ζT
n ᾱn + ᾱT

−nζ∗n +
λ

τ
| fn|2

]〉
×
〈

exp
[
− λτ

2
ζT

0 C0ζ0 + ζT
0 ᾱ0 +

λ

2τ
f 2
0

]〉
, (3.57)

where the angular brackets represent the average over the noise distribution. For

n = 0, average is over the distribution P(ζ0) = (2π)−3/2(det Λ)−1/2 exp[− 1
2 ζT

0 Λ−1ζ0]

in which Λ = diag
(

2T1γ1

τ
,

2T2γ2

τ
,

2T3γ3

τ

)
whereas for each n ≥ 1, average is

over distribution P(ζn) = π−3(det Λ)−1 exp[−ζT
n Λ−1ζ∗n]. After some simplification,

Eq. (3.57) becomes

〈eE(τ)〉U,U0 = eτµ̃(λ) exp
[

1
2

∞

∑
n=−∞

(
αT
−nΩ−1

n αn +
λ| fn|2

τ

)]
, (3.58)

where Ωn = Λ−1 + λτCn.
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In the large time limit (τ → ∞), we convert the summation in the above equation

into integration. Therefore, we get

〈eE(τ)〉U,U0 ≈ eτµ̃(λ)e−
1
2 σT H1(λ)σ+i∆UT H2(λ)σ+

1
2 ∆UT H3(λ)∆U , (3.59)

where one can identify µ̃(λ), H1(λ), H2(λ), and H3(λ) as

µ̃(λ) = − 1
4π

∫ ∞

−∞
dω ln[det(ΛΩ)], (3.60)

H1(λ) =
τ

2π

∫ ∞

−∞
dω ρTΩ−1φ, (3.61)

H2(λ) = −
τ

2π
lim
ε→0

∫ ∞

−∞
dω e−iεω bT

1 Ω−1φ, (3.62)

H3(λ) =
τ

2π

∫ ∞

∞
dω

[
bT

1 Ω−1b2 +
λ

τ

{
2∆βγ1q2q†

2 −
Πk
T2

(q1q†
2 + q2q†

1)
}]

, (3.63)

with ρT = (q∗3 , q∗3 , q∗4), bT
1 = −λ(b11, b12, b13), b2 = −λ(aT

11, aT
21, aT

31)
T, and φ =

(q3, q3, q4)
T. The column vectors b1j are given as

b11 = q2

[
∆β(1 + 2iγ1ωG∗11)−

Πk
T2

(G∗11 − G∗12)

]
− iωΠk

T2
q1G∗11,

b12 = q2

[
2iγ1ω∆βG∗11 −

Πk
T2

(G∗11 − G∗12)

]
− iωΠk

T2
q1G∗11,

b13 = q2

[
2iγ1ω∆βG∗12 −

Πk
T2

(G∗12 − G∗22)

]
− iωΠk

T2
q1G∗12.

Therefore, the moment generating function ZW(λ, U, τ|U0) can be rewritten as

ZW(λ, U, τ|U0) =
∫ d3σ

(2π)3 eiσTU〈eE(τ)〉U,U0

≈ eτµ̃(λ)e
1
2 ∆UT H3∆Ue−

1
2 (U

T+∆UT H2)H−1
1 (U+HT

2 ∆U)√
(2π)3 det H1(λ)

. (3.64)

We can factorize the restricted moment generating function ZW(λ, U, τ|U0) as Eq. (3.26)

into left and right eigenfunctions. Consequently, the matrices H1(λ), H2(λ), H3(λ)

satisfy the condition H3 − H2H−1
1 HT

2 − H−1
1 HT

2 = 0. Therefore, we write

ZW(λ, U, τ|U0) ≈
eτµ̃(λ)e−

1
2 UT L1(λ)Ue−

1
2 UT

0 L2(λ)U0√
(2π)3 det H1(λ)

, (3.65)

where the matrices L1(λ) = H−1
1 + H−1

1 HT
2 and L2 = −H−1

1 HT
2 .
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Using Eq. (3.19), we can write the moment generating function for the total en-

tropy production for particle A in the coupled system

Z(λ, U, τ|U0) ≈
eτµ̃(λ)e−

1
2 UT L̃1(λ)Ue−

1
2 UT

0 L̃2(λ)U0√
(2π)3 det H1(λ)

, (3.66)

where the matrices L1(λ) and L2(λ) modify as

L̃1(λ) = L1(λ)− λ(mT−1
2 − H−1)Σ,

L̃2(λ) = L2(λ) + λ(mT−1
2 − H−1)Σ.

The moment generating function Z(λ) as given in Eq. (3.27), for the generalize par-

tial entropy production ∆SA
tot can be obtained by integrating the restricted moment

generating function Z(λ, U, τ|U0) over U0 with respect to the initial steady state

distribution P f ull
ss (U0) and the final variable U. Therefore, the prefactor given in

Eq. (3.28) reduces to

g(λ) = [det H1(0)det H1(λ)det L̃1(λ)det[L̃2(λ) + H−1
1 (0)]]−1/2. (3.67)

3.5 Probability distribution function

The probability distribution function for ∆SA
tot whose moment generating function

Z(λ) is given in Eq. (3.27), is obtained by inverting it using inverse transformation

P(∆SA
tot = sτ/τγ) =

∫ +i∞

−i∞

dλ

2πi
Z(λ)eλsτ/τγ ≈

∫ +i∞

−i∞

dλ

2πi
g(λ)e(τ/τγ)[µ(λ)+λs], (3.68)

where µ(λ) = τγµ̃(λ) is the cumulant generating function, and the contour of inte-

gration is taken along the direction of imaginary axis passing through the origin of

the complex λ-plane. If both µ(λ) and g(λ) are analytic functions of λ, in large time

limit (τ � τγ), we can approximate the above integral using saddle-point method

[136, 94, 93, 110, 109]. Therefore, we get

P(∆SA
tot = sτ/τγ) ≈

g(λ∗)e(τ/τγ)K(λ∗)√
2π(τ/τγ)|K′′(λ∗)|

, (3.69)
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where the saddle point λ∗(s) is the solution of the following equation

∂µ(λ)

∂λ

∣∣∣∣
λ=λ∗(s)

= −s, (3.70)

and the function K(λ∗) = µ(λ∗) + λ∗s. In Eq. (3.69),

K′′(λ∗) =
∂2

∂λ2 [µ(λ) + λs]
∣∣∣∣
λ=λ∗(s)

. (3.71)

Now, assume that both g(λ) and µ(λ) satisfy Gallavotti-Cohen symmetry (condition

I) [82], i.e. g(λ) = g(1− λ) and µ(λ) = µ(1− λ). Therefore, we write the probability

distribution function for negative entropy production as

P(∆SA
tot = −sτ/τγ) ≈

∫ +i∞

−i∞

dλ

2πi
g(1− λ)e(τ/τγ)[µ(1−λ)+(1−λ)s−s]

≈ e−sτ/τγ

∫ 1+i∞

1−i∞

dλ

2πi
g(λ)e(τ/τγ)[µ(λ)+λs]. (3.72)

If both g(λ) and µ(λ) do not have singularities between λ ∈ [0, 1] (condition II),

we can easily shift the contour of integration from (1− i∞, 1 + i∞) to (−i∞,+i∞).

Therefore, from Eqs. (3.68) and (3.72), we get

P(∆SA
tot = sτ/τγ)

P(∆SA
tot = −sτ/τγ)

≈ esτ/τγ . (3.73)

Equation (3.73) is the fluctuation theorem for ∆SA
tot in steady state. If g(λ) and µ(λ)

satisfy both conditions I and II, then the corresponding observable (for instance, in

our case, the observable is ∆SA
tot) will satisfy fluctuation theorem. In the following

section, we discuss the result for the entropy production for a single Brownian par-

ticle connected to a thermal gradient.

3.6 Single Brownian particle in contact with two heat baths

(δ = 0)

In this section, we consider only one Brownian particle (say particle A) in contact

with two heat baths at temperatures T1 and T2 < T1 (see Fig. 3.1 with δ = 0). Note

that this case is different from the case δ → 0. Here, we raise two important points
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for this model: (1) the medium entropy production will not obey fluctuation theorem

in the steady state, and (2) when the system entropy production is added to the

medium entropy production, the total entropy production satisfies the fluctuation

theorem in the steady state.

In this case, the underdamped Langevin equation for Brownian particle A cou-

pled to two heat baths is

mv̇A = −(γ1 + γ2)vA(t) + η1(t) + η2(t). (3.74)

Entropy production in both baths due to particle A is given as

∆Smed = −
[

Q1

T1
+

Q2

T2

]
= ∆βQ1 −

m
2T2

[v2
A(τ)− v2

A(0)], (3.75)

where Q1 =
∫ τ

0 dt [η1 − γ1vA]vA(t), is the heat energy given by the bath of a tem-

perature T1 and a dissipation constant γ1, to the Brownian particle A. Therefore, the

restricted moment generating function for medium entropy production is given as

Z(λ, vA, τ|vA(0)) = exp
[

λm
2T2
{v2

A − v2
A(0)}

]〈
e−λ∆βQ1 δ[vA − vA(τ)]

〉
vA,vA(0)

= exp
[

λm
2T2
{v2

A − v2
A(0)}

]
Z̃(λ, vA, τ|vA(0)), (3.76)

where Z̃(λ, vA, τ|vA(0)) satisfies the following differential equation [70, 107]

∂Z̃(λ, vA, τ|vA(0))
∂τ

= LA
λ Z̃(λ, vA, τ|vA(0)). (3.77)

In the above equation, the differential operator LA
λ is given as

LA
λ =

γ1T1 + γ2T2

m2
∂2

∂v2
A
+

vA

m
(γ1 + γ2 + 2λ∆βγ1T1)

∂

∂vA
+

[
γ1 + γ2

m

+λ∆β

(
γ1v2

A +
γ1T1

m

)
+ λ2∆β2v2

Aγ1T1

]
. (3.78)

The differential Eq. (3.77) is subjected to initial condition Z̃(λ, vA, τ|vA(0)) = δ[vA−

vA(0)]. One can solve this differential equation exactly [143, 107]. In the limit of
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large τ, we get

Z(λ, vA, τ|vA(0)) ≈ e(τ/tγ)µ0(λ)

√
m(γ1 + γ2)ν(λ)

2π(γ1T1 + γ2T2)

× exp
[
− m(γ1 + γ2)v2

A
4(γ1T1 + γ2T2)

{ν(λ)− 2λ + 1}
]

× exp
[
− m(γ1 + γ2)v2

A(0)
4(γ1T1 + γ2T2)

{ν(λ) + 2λ− 1}
]

, (3.79)

where tγ = 2m/(γ1 + γ2). Integrating the above equation over the initial steady

state distribution Z(0, vA, τ → ∞|vA(0)) = P̃ss(vA(0)) given in Eq. (3.14), and final

variables vA, we get

Z(λ) ≈ e(τ/tγ)µ0(λ)g0(λ), where (3.80)

µ0(λ) = 1− ν(λ), (3.81)

g0(λ) =
2
√

ν(λ)√
1 + ν(λ)− 2λ

√
1 + ν(λ) + 2λ

, (3.82)

with

ν(λ) =
√

1 + 4αλ(1− λ) =
√

4α(λ+ − λ)(λ− λ−). (3.83)

In the above equation, λ± = 1/2[1±
√

1 + 1/α] in which α = γ1γ2T1T2∆β2/(γ1 +

γ2)2. In Eq. (3.82), the first factor in the denominator comes from the integration

over final variable vA while the second one comes from the integration over the

initial state vA(0) with respect to the distribution P̃ss(vA(0)). Here, µ0(λ) is analytic

function when λ ∈ (λ−, λ+). First denominator in g0(λ) has one branch point at

λ = λa = 1 for all α ∈ (0, ∞) where λa ∈ (λ−, λ+) when 1− 2λ+ < 0 while second

denominator has a branch point at λ = λb = (α − 1)/(α + 1) for α ≤ 1/3 where

λ− ≤ λb < λ+ when 1 + 2λ− ≤ 0.

The probability distribution function of the medium entropy production ∆Smed

can be obtained by inverting Z(λ) given in Eq. (3.80) (see Sec. 3.5). Here, the saddle

point λ∗0(s) is given by solving the following equation

∂µ0(λ)

∂λ

∣∣∣∣
λ=λ∗0(s)

= −s. (3.84)
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When α > 1/3, g0(λ) has only one singularity, i.e. at λ = λa. Therefore, the saddle

point λ∗0(s) moves from λ− to λa as s decreases from s = +∞ to sa, and gets stuck

at λ = λa, where sa is the solution of λ∗0(sa) = λa. Therefore, P(∆Smed = sτ/tγ) ∼

e(τ/tγ)[µ0(λ−)+λ−s] as s → +∞. Around s = sa, i.e. λ∗0 = λa − εa, where 0 < εa � 1,

P(∆Smed = sτ/tγ) ∼ e(τ/tγ)[µ0(λa)+λas]. This implies for large s, we find [110, 109, 94,

93, 143, 52, 51]

lim
(τ/tγ)→∞

tγ

τ
ln

P(∆Smed = sτ/tγ)

P(∆Smed = −sτ/tγ)
= µ0(λ−)− µ0(λa) + [λ− + λa]s. (3.85)

Similarly, for α ≤ 1/3, g0(λ) has both singularities, i.e. λa and λb. In this case,

Eq. (3.85) modifies as

lim
(τ/tγ)→∞

tγ

τ
ln

P(∆Smed = sτ/tγ)

P(∆Smed = −sτ/tγ)
= µ0(λb)− µ0(λa) + [λb + λa]s. (3.86)

Therefore, we find that entropy production in the medium will not satisfy fluc-

tuation theorem for large scaled parameter s for any α ∈ (0, ∞). It is interest-

ing to note that once we incorporate the entropy production of the system into

entropy production in the medium, i.e. ∆Stot = ∆Smed + ∆Ssys, where ∆Ssys =

− ln P̃(vA(τ)) + ln P̃(vA(0)), in which P̃ss(vA(τ)) is given in Eq. (3.14), the prefac-

tor term g0(λ) corresponding to ∆Stot modifies to

g0(λ) =
2
√

ν(λ)

1 + ν(λ)
, (3.87)

and it is analytic function within the same domain as that of µ0(λ). Moreover, both

µ0(λ) and g0(λ) satisfy condition I and II. Consequently, in this case, total entropy

production satisfies fluctuation theorem for all α.

3.7 Analysis for prefactor g(λ) for δ 6= 0

In our problem, it is difficult to obtain the analytical expression for the prefactor term

g(λ) given in Eq. (3.67), as it requires the computation of matrices H1(λ), H2(λ) and

H3(λ) [see Eqs. (3.61)–(3.63)]. Since we are interested in the weak coupling limit
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(δ→ 0), we can write

g(λ) ≈ g0(λ) + δag1(λ), where a > 0. (3.88)

The term g0(λ) is the same prefactor term as given in Eq. (3.87). The term g1(λ) may

have singularities, but in the limit δ→ 0, we can approximate the correction term as

[52, 53]

g(λ) ≈ g0(λ). (3.89)

3.8 Analysis for cumulant generating function µ(λ) for δ 6= 0

In this section, we show how to compute the cumulant generating function. For

simplicity, we assume α12 = α13 = 1, i.e. γ1 = γ2 = γ3 = γ. Therefore, h(u, λ) and

q(u) in Eq. (3.29) become

h(u, λ) = 4λ(1− λ)β12
[
(1− β12)

2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]

− λδ2[(β12 + β13λΠ− β13λ)(β12 + Π− 1) + β12Π{β12 − β13 + β13λΠ}
]
,

(3.90)

q(u) = β2
12[u

6 + u4(5− 2δ) + u2(4− δ)(1− δ) + 9δ2/4]. (3.91)

The analytical computation of the integral given in Eq. (3.29), is quite involved and

not very illuminating to us. Therefore, we compute µ(λ) numerically for fixed pa-

rameters δ, β12, and β13 as a function of λ. The range of λ is not arbitrary. It is

restricted by the saddle point λ∗(s) which is the solution of Eq. (3.70). As one varies

the scaled parameter s, the saddle point λ∗(s) moves on the real line between two

end points λδ
±, i.e. λ∗(s → ∓∞) → λδ

±. In the following, we identify these branch

points singularities λδ
± present in µ(λ). We see that arguments of the logarithm in

the integrand in Eq. (3.29) are q(u) and [h(u, λ) + q(u)]. Clearly, the function

q(u) = β2
12
[
u2(u2 + 1− δ)2 + 3

{
(u2 − δ/2)2 + u2 + δ2/2

}]
(3.92)
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is positive for all real u ∈ (−∞, ∞). We write [h(u, λ) + q(u)] as

h(u, λ) + q(u) = 0

−p1(u)λ2 + p2(u)λ + q(u) = 0, (3.93)

where

p1(u) = 4β12
[
(1− β12)

2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]

+δ2β13[(Π− 1)(β12 + Π− 1) + β12Π2], (3.94)

and

p2(u) = 4β12
[
(1− β12)

2{u4 + u2(1− δ) + δ2/4}+ δ2β13(β12 + Π− 1)/4
]

−δ2β12[β12 + Π− 1 + Π(β12 − β13)]. (3.95)

The roots of the quadratic Eq. (3.93) are given as

λδ
±(u) =

p2(u)±
√

p2(u)2 + 4p1(u)q(u)
2p1(u)

. (3.96)

Figure 3.2 shows the variation of λδ
±(u) with respect to u for different values of

β12, β13, and Π, in which red solid and blue dashed lines correspond to 0 < δ < 1

and δ = 0 case, respectively. It is clear from Fig. 3.2, both λδ
±(u) have either one

extremum or two extrema depending upon the choice of parameters β12 and β13 for

given Π and δ. We see that the curvature of the functions λδ
±(u) changes around

u = 0. Therefore, the equation

λ′′±(0) =
∂2λδ

±(u)
∂u2

∣∣∣∣
u=0

(3.97)

decides the extrema of the function λδ
±(u) for given Π and δ.

In the case of partial entropy production ( Π = 1), we see that

∂2λδ
±(u)

∂u2

∣∣∣∣
u=0

=
2β12(1− δ)r±P (β12, β13, δ)

δ2x1[(1− β12)2 + β13(1 + β12)]2
, (3.98)
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FIGURE 3.2: The figures show the variations of λδ
±(u) given in

Eq. (3.96), with respect to u for different values of β12, β13, and Π,
in which blue dashed lines correspond to δ = 0 (coupling is absent)

whereas red solid lines correspond to 0 < δ < 1 case.

where

r±P (β12, β13, δ) = (1− β12)
2[4x1 ∓ (1 + 6β12 + β2

12)]± β13(1 + β12)[3(1− β12)
2

+4β13(1 + β12)]∓ [(1− β12)
2 + β13(1 + β12)]

2δ.

In Eq. (3.98), we take 0 < δ < 1, and function x1 is given by

x1 =
√
(1 + β12)(1 + β12 + β13)[(β12 − 1/2)2 + β13(1 + β12) + 3/4],

where x1 is a positive functions of β12 and β13.

While the function r+P (β12, β13, δ) > 0 for all β12, β13 at 0 < δ < 1 which in-

dicates that function λδ
+(u) has similar behavior as shown in Fig. 3.2(b), the func-

tion r−P (β12, β13, δ) changes sign depending upon the choice of parameters β12, β13 at

0 < δ < 1. Therefore, the contour separating these two regions is given by

r−P (β12, β13, δ) = 0. (3.99)
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We plot the phase diagram as shown in Fig. 3.3(a) in the limit δ → 0, in which red

dashed contour corresponds to above equation. Thus, λδ
−(u) has similar behaviours

as shown in Figs. 3.2(a) and 3.2(c) for region I and II, respectively, of Fig. 3.3(a).

In the case of apparent entropy production ( Π = 0), we find that

∂2λδ
±(u)

∂u2

∣∣∣∣
u=0

=
2β12(1− δ)r±A(β12, β13, δ)

δ2x2(1− β12)(β12 + β13)2 , (3.100)

where

r±A(β12, β13, δ) = ∓[(β12 − β13)(4± 2x2) + β12β13(1 + 2δ) + β2
12(3 + δ)− β2

13(2− δ))],

In Eq. (3.100), we take 0 < δ < 1, and function x2 is given by

x2 =
√
(1 + β12 + β13)(4 + β12 + β13), (3.101)

where x2 is positive function of β12 and β13.

The function r−A(β12, β13, δ) > 0 for all β12, β13 and 0 < δ < 1 which suggests

that the function λδ
−(u) has variation with respect to u as shown in Fig. 3.2(a). The

function r+A(β12, β13, δ) can be either positive or negative depending upon the choice

of β12, β13 at 0 < δ < 1. Therefore, the equation of contour separating these two

regions is given as

r+
A
(β12, β13, δ) = 0. (3.102)

In the limit δ → 0, the phase diagram is shown in Fig. 3.3(b) where red dashed

contour is given by above equation. Thus, the root λδ
+(u) has the variations as shown

in Figs. 3.2(d) and 3.2(b) in region I and II, respectively, of Fig. 3.3(b). Note that in

both phase diagram, the axis (not shown) corresponds to δ is perpendicular to the

plane of the paper.

The extrema of λδ
±(u) shown in Fig. 3.2, give the cut-off on the real line of the

complex λ-plane within which the cumulant generating function µ(λ) is a real func-

tion. Notice that the saddle point λ∗(s) also lies within this domain. The equation

for extremum is given by
∂λδ
±(u)
∂u

∣∣∣∣
u=u∗±

= 0, (3.103)
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where u∗± is the solution of the following equation

[
√

p2
2(u
∗
±) + 4p1(u∗±)q(u∗±)± p2(u∗±)][p1(u∗±)p′2(u

∗
±)− p2(u∗±)p′1(u

∗
±)]

±2p1(u∗±)[p1(u∗±)q
′(u∗±)− q(u∗±)p′1(u

∗
±)] = 0. (3.104)

In the above equation, ′ represents the derivative with respect to u. In the weak

coupling limit (δ→ 0), we compute u∗± (upto leading order in δ) using perturbation

theory for both definitions of entropy production. In the case of partial entropy

production (Π = 1),

u∗− =


±
√

δ
[5− 3β2

12 − 4β13 − 2β12(1 + 2β13)]
1/4√

2(1− β12)
+ o(
√

δ) for region I of Fig. 3.3(a),

0 for region II of Fig. 3.3(a),

and u∗+ = 0 for region I and II of Fig. 3.3(a). Thus, λδ
−(u∗−) → λ− in the region I

whereas λδ
−(u∗−) → λ̃− in the region II of Fig. 3.3(a) in the limit of δ → 0. Similarly,

λδ
+(u∗+)→ λ̃+ for both regions I and II of Fig. 3.3(a) in the limit δ→ 0.

In the case of apparent entropy production (Π = 0),

u∗+ =


±
√

δ
[5β2

12 + 4β12(1− β13)− 4β13]
1/4√

2β12
+ o(
√

δ) for region I of Fig. 3.3(b),

0 for region II of Fig. 3.3(b),

whereas u∗− =
√

δ/2 + o(
√

δ) for region I and II of Fig. 3.3(b). In the weak coupling

limit, λδ
+(u∗+) → λ+ in the region-I and λδ

+(u∗+) → λ̃+ in the region II of Fig. 3.3(b).

Similarly, λδ
−(u∗−)→ λ− for both regions I and II of Fig. 3.3(b) in the limit δ→ 0.

For Π = 1, λ̃± are given by

λ̃± =
1 + β13 + β12(−4 + β12 + β13)± x1

2[1 + β13 + β12(−2 + β12 + β13)]
, (3.105)

whereas λ̃+ for Π = 0 is

λ̃+ =
β12(2− β12 − β13 + x2)

2(1− β12)(β12 + β13)
. (3.106)

One can find λ± in Sec. 3.6.
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FIGURE 3.3: Phase diagrams for partial (a) and apparent (b) en-
tropy production are shown. The red dashed contours correspond
to Eqs. (3.99) and (3.102) in figures (a) and (b), respectively, in the
limit δ → 0, separate the pairs of singularities present in the cumu-
lant generating function µ(λ). The pairs of singularities are (λ−, λ̃+)
and (λ̃−, λ̃+) in regions I and II of figure (a), respectively. For figure
(b), the pairs of singularities are (λ−, λ+) and (λ−, λ̃+) in regions I
and II, respectively. Moreover, regions I and II of figure (a) and re-
gion II of figure (b) have two subregions depending upon the sign
of the parameter θ1, where θ1 is the slope of the asymmetry function

f (s) = θ0 + θ1s as s→ ∞ [see Eqs. (3.111) and (3.112)].

3.8.1 Gallavotti-Cohen symmetry for cumulant generating function µ(λ)

It can be seen from Eq. (3.29) that µ(λ) does not satisfy the Gallavotti-Cohen symme-

try, i.e. µ(λ) 6= µ(1− λ) for large δ, which is also a signature of partial measurement.

In Fig. 3.4, we have plotted the cumulant generating function µ(λ) (blue solid line)

and µ(1− λ) (red dashed line) against λ for: (a) region I of Fig. 3.3(a), (b) region II

of Fig. 3.3(a), (c) region I of Fig. 3.3(b), and (d) region II of Fig. 3.3(b). All of the these

figures are plotted for fixed coupling parameter δ = 10−10. Except for region I of

Fig. 3.3(b), the cumulant generating function does not satisfy the Gallavotti-Cohen

symmetry for all λ. Therefore, we expect that the fluctuation theorem for apparent

entropy production in the steady state, may hold in the region I of Fig. 3.3(b) in the

limit δ→ 0. It is interesting to note that range of λ over which µ(λ) = µ(1− λ) [see

Figs. 3.4(a), 3.4(b), and 3.4(d)], there exists a corresponding range of scaled parame-

ter s where the fluctuation theorem would hold in the weak coupling limit (δ → 0)

[52, 53].
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FIGURE 3.4: The cumulant generating function µ(λ) (blue solid line)
and µ(1− λ) (red dashed line) are plotted against λ for: (a) region I of
Fig. 3.3(a), (b) region II of Fig. 3.3(a), (c) region I of Fig. 3.3(b), and (d)
region II of Fig. 3.3(b). All of the above figures are plotted for fixed
coupling parameter δ = 10−10. Except for region I of Fig. 3.3(b), the
cumulant generating function µ(λ) does not satisfy the Gallavotti-

Cohen symmetry even in the limit δ→ 0.
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FIGURE 3.5: A comparison of analytically obtained results (red
dashed lines) of probability density function p(s) and asymmetry
function f (s) given in Eq. (3.108) and Eq. (3.109), respectively, with
the numerical simulations (blue dots) is shown for partial entropy
production with time τ/τγ = 50.0 [figures (a) and (b)] and τ/τγ =
150.0 [figures (c) and (d)]. All of the above figures are shown for cou-
pling strength δ = 0.1. This comparison indicates that as the time of
the observation increases, the agreement between theory and numer-

ical simulation gets better.
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FIGURE 3.6: The analytically evaluated asymmetry function f (s)
given in Eq. (3.110) for partial entropy production is plotted against
the scaled variable s = ∆S̄A

totτγ/τ in figures (a)–(d) for respective
β12 and β13 of phase diagram shown in Fig. 3.3(a). These plots are
obtained for δ = 0.1 (red dashed line) and δ = 0.01 (black solid
line). The asymmetry functions in the limit δ→ 0 (orange dotdashed
line) are also plotted for respective cases [52]. The asymptotic be-
haviours for asymmetry function f (s) for partial entropy production
given in (3.111) are shown by magenta tiny dashed lines. The com-
parison of analytical results (red dashed line) for asymmetry func-
tion f (s) given by Eq. (3.109) and probability density function p(s)
given by Eq. (3.108) with the numerical simulations (blue dots) for
partial entropy production is shown in figures (e)–(h) and figures (i)–
(l), respectively. These comparisons are shown for fixed δ = 0.1 and

τ/τγ = 150.0.
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FIGURE 3.7: The analytical expression for f (s) given in Eq. (3.110)
of apparent entropy production is plotted against the scaled variable
s = ∆S̃A

totτγ/τ in figures (a)–(c) for respective β12 and β13 of phase di-
agram shown in Fig. 3.3(b) for δ = 0.1 (red dashed line) and δ = 0.01
(black solid line). The asymmetry functions in the limit δ→ 0 (orange
dotdashed line) are also plotted for respective cases [52]. Magenta
tiny dashed lines represent the asymptotic expressions of f (s) given
in Eq. (3.112). In figures (d)–(f) and figures (g)–(i), we compared the
asymmetry function f (s) given in Eq. (3.109) and probability density
function given in Eq. (3.108) with the numerical simulation results,
respectively, for apparent entropy production for given δ = 0.1 and

τ/τγ = 150.
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3.9 Large deviation function, fluctuation theorem and asym-

metry function

Both µ(λ) and g0(λ) are real functions within any pair of singularities, i.e. λδ
−(u∗−)

and λδ
+(u∗+) depending upon the choice of β12 and β13 in the weak coupling limit.

The saddle point λ∗(s) moves from λδ
−(u∗−) to λδ

+(u∗+) as s decreases from +∞ to

−∞. Therefore, the probability density function p(s) for large s has the following

large deviation form

p(s) ∼ e(τ/τγ)I(s) (3.107)

where the probability density function is obtained from Eq. (3.69)

p(s) = (τ/τγ)P(∆SA
tot = sτ/τγ), (3.108)

and I(s) = K(λ∗(s)) is the large deviation function [136]. We define an asymmetry

function f (s) as

f (s) =
τγ

τ
ln

p(s)
p(−s)

. (3.109)

Thus, in the large time limit (τ/τγ → ∞), the asymmetry function is given by

f (s) = lim
τ/τγ→∞

τγ

τ
ln

p(s)
p(−s)

= I(s)− I(−s). (3.110)

The quantity of interest is the variation of the asymmetry function f (s) with the

scaled parameter s = ∆SA
totτγ/τ, and deviation from f (s) = s will indicate the viola-

tion of steady state fluctuation theorem. In the limit δ→ 0, the asymptotic behavior

of f (s) in the case of partial entropy production for s→ ∞ is given by [52]

f (s) =


µ0(λ−)− µ0(λ̃+) + (λ− + λ̃+)s, for region I of Fig. 3.3(a),

µ0(λ̃−)− µ0(λ̃+) + (λ̃− + λ̃+)s, for region II of Fig. 3.3(a),

(3.111)
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whereas for apparent entropy production

f (s) =


s, for region I of Fig. 3.3(b),

µ0(λ−)− µ0(λ̃+) + (λ− + λ̃+)s, for region II of Fig. 3.3(b),

(3.112)

and f (−s) = − f (s). In Eqs. (3.111) and (3.112), the cumulant generating function

µ0(λ) corresponds to the case δ = 0, is given in Eq. (3.81).

We plot the analytical asymmetry function f (s) given in Eq. (3.110) against s in

Figs. 3.6(a)–3.6(d) and Figs. 3.7(a)–3.7(c) for partial and apparent entropy produc-

tion, respectively, for δ = 0.1 (red dashed line) and δ = 0.01 (black solid line). The

asymmetry function f (s) in the limit δ → 0 (orange dotdashed line) is also plotted

for each case [52]. In these figures, magenta tiny dashed lines correspond to the

asymptotic expression of asymmetry function f (s) given by Eqs. (3.111) and (3.112)

for partial and apparent entropy production, respectively. One can see, as the cou-

pling parameter δ reduces, the asymmetry function f (s) converges to that of δ → 0

case.

3.10 Numerical simulation

In Figs. 3.5(a)–3.5(d), we show the comparison of theoretical predictions (red dashed

line) of probability density function p(s) given by Eq. (3.108) and the asymmetry

function f (s) given by Eq. (3.109) for partial entropy production for coupling pa-

rameter δ = 0.1 with the numerical simulation results (blue dots) with time τ = 50.0

[Figs. 3.5(a) and 3.5(b)] and τ = 150.0 [Figs. 3.5(c) and 3.5(d)]. This comparison

indicates that as the observation time τ/τγ increases, the agreement between theo-

retical predictions and numerical simulation results gets better. The details of the

numerical simulations are given in Appendix A.

We compare the analytical asymmetry functions f (s) given in Eq. (3.109) (red

dashed line) with the numerical simulation results (blue dots) for δ = 0.1 in Figs. 3.6(e)–

3.6(h) and Figs. 3.7(d)–3.7(f) for partial and apparent entropy production, respec-

tively. The probability density function p(s) (red dashed line) given in Eq. (3.108) is
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also compared with numerical simulation results (blue dots) for δ = 0.1 in Figs. 3.6(i)–

3.6(l) and Figs. 3.7(g)–3.7(i) for partial and apparent entropy production, respec-

tively. All of these results are compared at time τ/τγ = 150, and show that there

is nice agreement between theoretical prediction and numerical simulation.

3.11 Summary

We have considered a coupled Brownian particle system. Both particles are con-

nected by a harmonic spring of stiffness k. One of the particles is connected to a

thermal gradient and the other one is connected to a single bath of a constant temper-

ature. The goal of this chapter is to understand the deviation of fluctuation theorem

for total entropy production of one of the particles (say particle A) in the coupled

system in the non-equilibrium steady state when the interaction between particles

is weak. We have given two definitions of total entropy production of a partial sys-

tem: partial and apparent entropy production. For convenience, we defined five

dimensionless parameters: (1) coupling constant δ = 2km/γ2
1, (2) β12 = T2/T1, (3)

β13 = T3/T1, (4) α12 = γ2/γ1, and (5) α13 = γ3/γ1. When α12 = α13 = 1, we plotted

phase diagrams in (β12, β13) plane, for both definitions of entropy production, in the

limit δ → 0. In the weak coupling limit (δ → 0), we have found that fluctuation

theorem for apparent entropy production in the steady state is satisfied only in the

region I of the phase diagram shown in Fig. 3.3(b). The results given above are also

supported by the numerical simulations, and they have very nice agreement.
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Chapter 4

Entropy production for partially

observed system in a harmonic trap

We consider a harmonically coupled system of two Brownian particles (say A and

B) in a harmonic confinement. The whole system is immersed in the heat bath at

a constant temperature T. Each particle is driven by an external stochastic Gaus-

sian white noise. This system generates entropy and that total entropy production

satisfies the fluctuation theorem in the steady state. In the weak coupling limit, the

partial system of the coupled system (i.e., particle A) also satisfies the steady state

fluctuation theorem for the total entropy production (i.e., partial and apparent en-

tropy production). Numerical simulations are done to verify analytical results and

they have good agreements.

4.1. Introduction

Consider a system of n interacting degrees of freedom (DOFs). The time scale of

relaxation of these DOFs is much larger than that of bath DOFs. The state of sys-

tem at time t ∈ [0, τ] is represented by x(t) := (x1(t), x2(t), . . . , xn(t)) in the phase

space. These {xi(t)} can be either continuous or discrete DOFs. The evolution of the

continuous variable x(t) is described by the Langevin equation and its probability

density function obeys the Fokker-Planck equation [107]. Similarly, the discrete vari-

able x(t) evolves according to the stochastic dynamics and the associated probability

distribution follows the master equation [70]. In practice, there can be some techni-

cal difficulties due to which one cannot access the whole system. Suppose m-DOFs
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of the system are experimentally observed which we call a subsystem or partial sys-

tem of the complete system, i.e. xs(t) := (x1(t), x2(t), . . . , xm(t)) where m < n. In

such case, observable statistics of the partial system might not be same as that of the

complete system. In Chapters 2 and 3, we have considered systems which are either

driven by external stochastic forces or by a thermal gradient into a non-equilibrium

steady state. In those systems, we computed the total entropy production for a part

of the system (partial and apparent entropy production). We showed that such a

partial measurement leads to a new fluctuation theorem for partial and apparent en-

tropy production when the interaction among the observed and hidden DOFs are

considered to be infinitesimally small, i.e. in the weak coupling limit, which is quite

remarkable result [52, 53]. In certain experiment, the above scenario is possible. In

this chapter, we present a scheme where the effect of weak coupling of complement

DOFs, i.e. xc(t) := (xm+1(t), xm+2(t), . . . , xn(t)) on xs(t) can be nullified. This can be

feasible once we trap the whole system x(t) in a harmonic confinement and do the

measurement on the system. In such case, the observed DOFs will behave as if there

are no weakly coupled hidden variables [52, 53, 51].

In this chapter, we consider a coupled Brownian particle system (say particle A

and B) in a harmonic confinement of stiffness k0. Both particles are interacting har-

monically with a spring of stiffness k. The whole system is immersed in the heat bath

at a constant temperature T. In the absence of driving, the system is in equilibrium

as it does not produce entropy. When these particles are driven using some external

forcing, the system generates entropy. In the steady state, total entropy production

obeys the steady state fluctuation theorem [see Eq. (1.13)]. Here, we drive each par-

ticle using an stochastic Gaussian noise and compute the total entropy production

due to one of the particles (say of particle A) in the coupled system. We show that

the steady state fluctuation theorem for the total entropy production of particle A

in the coupled system holds in the weak coupling limit (k � k0). It is interesting to

mention that one can use this technique in an experiment to nullify the effect of weak

coupling of hidden DOFs on the observed ones. Note that when k = 0, this system is

similar to an experimentally studied model where work fluctuations by the external

stochastic force on the free-end of the cantilever were measured by Gomez-Solano et

al. [49]. Thus, it may feasible to study systems similar to our model.
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Bath (T)
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Harmonic trap

FIGURE 4.1: Two Brownian particles (A and B) of mass m are cou-
pled to each other with the coupling parameter δ = 2km/γ2 (di-
mensionless), and are trapped in a harmonic confinement of strength
κ = k0m/γ2. The whole setup is immersed in the heat bath of a con-

stant temperature T.

The rest of the chapter is organized as follows. We define the model system in

Sec. 4.2. In Secs. 4.2.1 and 4.2.2, we give the definitions for partial and apparent en-

tropy production. The Fokker-Planck equation for the restricted moment generating

function for W [see Eq. (4.23)] and its general solution in large-τ limit are given in

Sec. 4.3. In Sec. 4.4, we give the complete calculation to obtain the moment generat-

ing function Z(λ) = 〈e−λ∆SA
tot〉 ∼ g(λ)e(τ/τγ)µ(λ). The results for a special case of a

single Brownian particle in a harmonic trap, driven by an external stochastic Gaus-

sian force is given in Sec. 4.5. In Sec. 4.6, we invert the moment generating function

Z(λ) using saddle-point method to get the probability distribution for ∆SA
tot. Sec-

tion 4.7 contains large deviation function and fluctuation theorem for partial and

apparent entropy production. In Sec. 4.8, we show the comparison of analytical re-

sults with the numerical simulations. We summarize the chapter in Sec. 4.9.

4.2. Model

Consider a system of two Brownian particles (say particle A and B) of mass m cou-

pled by a harmonic spring of stiffness k, in a harmonic trap of stiffness k0. The whole

system is immersed in the heat bath of a constant temperature T. The Hamiltonian

of this coupled system is given as

H(xA, xB, vA, vB) =
1
2

mv2
A +

1
2

mv2
B +

1
2

k0x2
A +

1
2

k0x2
B +

1
2

k(xA − xB)
2, (4.1)
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where xA(xB) and vA(vB) are the position and velocity of particle A (particle B),

respectively. The schematic diagram is shown in Fig. 4.1.

The Langevin equations for the above coupled system in the presence of external

forces are

ẋA = vA(t), (4.2)

ẋB = vB(t), (4.3)

mv̇A = −γvA(t)− (k + k0)xA(t) + kxB(t) + fA(t) + ηA(t), (4.4)

mv̇B = −γvB(t) + kxA(t)− (k + k0)xB(t) + fB(t) + ηB(t), (4.5)

where γ is the dissipation constant, ηA(t) and ηB(t) are the thermal noises from the

heat bath with mean zero and correlation 〈ηi(t)ηj(t′)〉 = 2γTδijδ(t − t′), acting on

particle A and B, respectively. The external forces fA(t) and fB(t) are acting on par-

ticle A and particle B, respectively, with mean zero and correlation 〈 fA(t) fA(t′)〉 =

2γTθδ(t − t′), 〈 fB(t) fB(t′)〉 = 2γTθα2δ(t − t′). Moreover, the thermal noises ηi(t)

and external forces f j(t) are uncorrelated with each other for all time: 〈 fi(t)ηj(t′)〉=0

for all t, t′, i, j. Here, we consider two choices of external forces. For first choice,

both fA(t) and fB(t) are uncorrelated for all time while in the another choice fB(t) =

α fA(t). We define four dimensionless parameters α, θ, trap strength κ = mk0/γ2,

and coupling parameter δ = 2km/γ2. For simplicity, the Boltzmann’s constant kB

is set to 1. In the following subsections, we give the definitions of total entropy

production for particle A in the coupled system.

4.2.1. Partial entropy production

It is well known that the total entropy production obeys the fluctuation theorem

in the steady state for all time [121, 120]. The main concern of this chapter is to

verify this result for a part of a harmonically confined system. To do so, we write

down the total entropy production for one of the particles (say particle A) in the

coupled system. Total entropy production consists of two terms. First term comes

from change in the entropy of the bath while the second one is due to change in the

configuration of the particle A between initial and final time. Both of these terms are

computed in the steady state of the coupled system. Since the bath is infinitely large,
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it always remains in the thermal equilibrium with the temperature T. Therefore,

using the standard thermodynamics, we write the entropy production in the bath

due to particle A as

∆S̄A
med = −QA

T
, (4.6)

where QA is the amount of heat energy transferred to particle A from the heat bath

for time duration τ

QA =
∫ τ

0
dt [ηA(t)− γvA(t)]vA(t). (4.7)

In the above equation, the integral follows the Stratonovich rule of integration [124].

The system entropy production of particle A in the coupled system for a time dura-

tion τ is [121, 120]

∆S̄A
sys = − ln Pss[Ũ(τ)] + ln Pss[Ũ(0)], (4.8)

where Ũ = (xA, vA)
T, and Pss[Ũ(τ)] is the steady state distribution of particle A at

time τ, obtained after integrating the full joint steady state distribution P f ull
ss (xA, xB, vA, vB)

over xB and vB:

Pss[Ũ(τ)] =
∫ +∞

−∞
dxB

∫ +∞

−∞
dvB P f ull

ss (xA, xB, vA, vB). (4.9)

Therefore, we get

Pss[Ũ(τ)] =
exp[− 1

2ŨT H̃−1
P Ũ]√

(2π)2 det H̃P

. (4.10)

In the above equation, the matrix H̃P is given by

H̃P =

H11
P 0

0 H33
P

 . (4.11)

The matrix element H11
P for first choice of external forces is given by

H11
P =

D̄m[δ3(2 + θ + α2θ) + 16κ(1 + θ)(δ + κ) + 2δ2(2 + θ + α2θ)(1 + κ)]

4γ3κ(δ + κ)(2δ + δ2 + 4κ)
,

whereas for second choice of external forces

H11
P =

D̄m[δ3{2 + θ(1 + α)2}+ 16κ(1 + θ)(δ + κ) + 2δ2(2 + θ + α2θ)(1 + κ) + 4δκθ(δ + 2κ)]

4γ3κ(δ + κ)(2δ + δ2 + 4κ)
,
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with D̄ = γT.

On the other hand, H33
P is same for both choices of external forces

H33
P =

D̄[4(1 + θ)(δ + 2κ) + δ2(2 + θ + α2θ)]

2mγ(2δ + δ2 + 4κ)
.

Using Eqs. (4.4), (4.6), and (4.8), the total entropy production by particle A in the

coupled Brownian particle system can be written as

∆S̄A
tot =

1
T

∫ τ

0
dt fA(t)vA(t) +

k
T

∫ τ

0
dt xB(t)vA(t)−

1
2

ŨT(Σ̃P − H̃−1
P )Ũ

+
1
2

ŨT
0 (Σ̃P − H̃−1

P )Ũ0, (4.12)

where the diagonal matrix Σ̃P =
1
T

diag(k + k0, m).

4.2.2. Apparent entropy production

When a number of DOFs are interacting with each other, then the precise distribu-

tion of entropy production rely on the exact number of relevant DOFs. In experi-

ments, there may arise a situation where some of the DOFs are hidden. In such case,

the distribution of total entropy production might vary from the case where the exact

information of the system is known. Therefore, based on observed DOFs, one may

use the definition of total entropy production (which might be different from the ac-

tual scenario), and compute it experimentally. This type of entropy production we

call apparent entropy production. Note that this definition of total entropy production

of a partial system is different from the definition given in the previous subsection

(see Sec. 4.2.1). In that definition, we know the full system, and we were computing

the total entropy production for a part of the system. But in this case, we are not

aware of hidden variables.

For a simple model system, suppose we want to compute the total entropy pro-

duction of a single Brownian particle (say particle A) of mass m confined in a har-

monic trap of stiffness constant k0. The whole system is immersed in the heat bath

of a constant temperature T. The given system is driven using an external Gaussian

white noise fA(t) in the nonequilibrium steady state. The underdamped Langevin
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equations for that Brownian particle are given as

ẋA = vA(t), (4.13)

mv̇A = −γvA(t)− k0xA(t) + fA(t) + ηA(t), (4.14)

where γ is the dissipation constant, and ηA(t) is the noise acting on the Brownian

particle from the heat bath with mean zero and correlation 〈ηA(t)ηA(t′)〉 = 2γTδ(t−

t′). The external Gaussian force fA(t) is acting on the particle with mean zero and

correlation 〈 fA(t) fA(t′)〉 = 2γTθδ(t− t′). The thermal noise ηA(t) and external force

fA(t) are uncorrelated with each other for all time: 〈 fA(t)ηA(t′)〉=0 for all t, t′.

The total entropy production of particle A can be written as

∆S̃A
tot = ∆S̃A

med + ∆S̃A
sys, (4.15)

where medium and system entropy production are

∆S̃A
med =

1
T

∫ τ

0
dt fA(t)vA(t)− ∆EA, (4.16)

∆S̃A
sys = − ln P̃ss[Ũ(τ)] + ln P̃ss[Ũ(0)], (4.17)

respectively. In Eq. (4.17), the column vector Ũ = (xA, vA)
T. On the right hand

side of Eq. (4.16), the first term is the work done by the stochastic force fA(t) on the

Brownian particle A, and the second term is the change in the internal energy ∆EA

of particle A where

∆EA =
k0

2T
[x2

A(τ)− x2
A(0)] +

m
2T

[v2
A(τ)− v2

A(0)]. (4.18)

Both of these terms are measured with respect to the temperature T of the heat bath.

In Eq. (4.17), P̃ss[Ũ(τ)] is the steady state probability distribution computed from

Eqs. (4.13) and (4.14), and its form is

P̃ss[Ũ(τ)] =
exp[− 1

2ŨT H̃−1
A Ũ]√

(2π)2 det H̃A

. (4.19)
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In the above equation, the matrix H̃A is given by

H̃A =

H11
A 0

0 H33
A

 , (4.20)

where the matrix elements H11
A and H33

A are given as

H11
A =

D̄m(1 + θ)

γ3κ
, H33

A =
D̄(1 + θ)

mγ
.

Therefore, Eq. (4.15) becomes

∆S̃A
tot =

1
T

∫ τ

0
dt fA(t)vA(t)−

1
2

ŨT(Σ̃A − H̃−1
A )Ũ +

1
2

ŨT
0 (Σ̃A − H̃−1

A )Ũ0, (4.21)

where the diagonal matrix Σ̃A =
1
T

diag(k0, m).

Equation (4.21) is written with the assumption that there is only one particle

present in the harmonic trap [see Eqs. (4.13) and (4.14)]. Suppose, there is one more

particle present in the harmonic trap in addition to the given particle A, which we are

not aware of. Let us assume that these particles are interacting harmonically with

spring constant k. Then, the actual dynamics of particle A is given by Eqs. (4.2)–

(4.5). In such case, the total entropy production given by Eq. (4.21) is called apparent

entropy production. Therefore, we compute this apparent entropy production given

in Eq. (4.21) using actual dynamics [see Eqs. (4.2)–(4.5)] as an experimentalist who is

not aware of a hidden particle in the same trap.

We can combine both definitions of entropy production [see Eqs. (4.12) and (4.21)]

using a parameter Π defined in Eq. (2.12). Therefore, we get

∆SA
tot = W − 1

2
UT H−1U +

1
2

UT
0 H−1U0, (4.22)

where

W =
1
T

∫ τ

0
dt fA(t)vA(t) +

Π k
T

∫ τ

0
dt xB(t)vA(t). (4.23)

In Eq. (4.22),

H−1 = Π(ΣP − H−1
P ) + (1−Π)(ΣA − H−1

A )
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in which

H−1
P = diag(1/H11

P , 0, 1/H33
P , 0),

H−1
A = diag(1/H11

A , 0, 1/H33
A , 0),

ΣP = diag((k + k0)/T, 0, m/T, 0),

ΣA = diag(k0/T, 0, m/T, 0),

UT = (xA, xB, vA, vB).

Since Eqs. (4.2)–(4.5) show that the column vector U = (xA, xB, vA, vB)
T depends

linearly on the thermal Gaussian noises and external stochastic Gaussian forces, the

probability distribution function of it is a Gaussian distribution. On the other hand,

the entropy production given in Eq. (4.22) is not linear with the thermal Gaussian

noises and external stochastic Gaussian forces. Thus, the expected distribution of it

will not be Gaussian in nature. Nevertheless, we will show the recipe to obtain the

distribution for ∆SA
tot in next sections.

4.3. Fokker-Planck equation and its general solution

The stochastic observable ∆SA
tot depends on Gaussian noises quadratically. There-

fore, mean and variance of it are not sufficient to obtain the probability density func-

tion. Our goal is to find the probability density function for ∆SA
tot, i.e. P(∆SA

tot),

which is given as

P(∆SA
tot) =

∫
dU

∫
dU0 P(∆SA

tot, U, τ|U0) P f ull
ss (U0), (4.24)

where P(∆SA
tot, U, τ|U0) is the joint distribution of ∆SA

tot and U at time τ starting from

∆SA
tot = 0 and U = U0 at time t = 0.

Multiplying both sides by e−λ∆SA
tot and integrating over ∆SA

tot, we get

Z(λ) =
∫

dU
∫

dU0 Z(λ, U, τ|U0)P f ull
ss (U0), (4.25)
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where Z(λ, U, τ|U0) is the restricted moment generating function:

Z(λ, U, τ|U0) =
〈
e−λ∆SA

tot δ[U −U(τ)]
〉

U,U0
. (4.26)

In the above equation, the angular brackets show the average over set of all trajecto-

ries starting from initial variable U0 to final variable U(τ). Using Eq. (4.22), one can

write the restricted moment generating function for ∆SA
tot

Z(λ, U, τ|U0) = e
λ
2 UT H−1U− λ

2 UT
0 H−1U0 ZW(λ, U, τ|U0), (4.27)

where

ZW(λ, U, τ|U0) =
〈
e−λWδ[U −U(τ)]

〉
U,U0

. (4.28)

In Eq. (4.22), the second and third terms on right hand side are boundary terms, and

do not contribute in the averaging process as shown in Eq. (4.27).

In order to compute the moment generating function Z(λ) = 〈e−λ∆SA
tot〉, we first

find ZW(λ, U, τ|U0) whose evolution is given by the following Fokker-Planck equa-

tion [107, 70]
∂ZW(λ, U, τ|U0)

∂τ
= LλZW(λ, U, τ|U0) (4.29)

with the initial condition ZW(λ, U, 0|U0) = δ(U −U0). In the above equation, Lλ is

the Fokker-Planck operator given as

Lλ =
1
m ∑

i=A,B

[
∂H
∂xi

∂

∂vi
− ∂H

∂vi

∂

∂xi

]
+

γT(1 + θ)

m2
∂2

∂v2
A
+

γvA

m
(1 + 2λθ)

∂

∂vA

+
γ

m
(vB + 2CλαθvA)

∂

∂vB
+ γ

[
2
m
− λ

γT

(
ΠkxBvA −

γTθ

m

)]
+

λ2v2
Aγθ

T

+
γT(1 + θα2)

m2
∂2

∂v2
B
+

2CγTθα

m2
∂2

∂vA∂vB
. (4.30)

In the above equation, H is the Hamiltonian of the coupled system [see Eq. (4.1)],

and C is the correlation parameter defined in Eq. (2.24)

As described in previous chapters, the general solution of differential equation

(4.29) can be written as

ZW(λ, U, τ|U0) = ∑
n

eτEn(λ)Ψn(U, λ)χn(U0, λ), (4.31)
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where En(λ) is the eigenvalue of the Fokker-Planck operator Lλ and corresponding

left and right eigenfunctions are χn(U0, λ) and Ψn(U, λ). These left and right eigen-

functions satisfy the orthonormality condition
∫

dU Ψn(U, λ)χm(U, λ) = δn,m. Thus,

the restricted moment generating function for long time (τ → ∞) is given by

ZW(λ, U, τ|U0) = e(τ/τγ)µ(λ)Ψ(U, λ)χ(U0, λ) + . . . , (4.32)

where µ(λ)τ−1
γ := max{En(λ)} is the largest eigenvalue of the Fokker-Planck opera-

tor Lλ and corresponding left and right eigenfunctions are χ(U0, λ) and Ψ(U, λ). In

the above equation, τγ = m/γ is the viscous relaxation time. Here Z(0, U, τ|U0) =

ZW(0, U, τ|U0) = P(U, τ|U0) [see Eq. (4.27)] is the joint distribution of U at time τ

starting from initial variable U0 at time t = 0. Therefore, in the large time limit, the

steady state distribution can be computed from ZW(0, U, τ → ∞|U0) = P f ull
ss (U) =

Ψ(U, 0). It directly implies µ(0) = 0 and χ(U0, 0) = 1.

The Fokker-Planck equation (4.29) is difficult to solve to obtain the largest eigen-

value µ(λ)τ−1
γ and corresponding eigenfunctions. Nevertheless, there is a technique

developed in Ref. [76] and used in previous chapters which we use to compute

these functions. Detailed calculations for evaluating these functions are given in

Sec. 4.4. Using Eq. (4.27) and the restricted moment generating function for W given

in Eq. (4.32), we write the restricted moment generating function Z(λ, U, τ|U0) for

both definitions of entropy production ∆SA
tot and for both choices of external forces.

Further, we integrate Z(λ, U, τ|U0) over the initial steady state ensemble P f ull
ss (U0)

and final variable U [see Eq. (4.25)], and get the moment generating function for

∆SA
tot:

Z(λ) = g(λ) e(τ/τγ)µ(λ) + . . . , (4.33)

where g(λ) is the prefactor given by

g(λ) =
∫

dU
∫

dU0 P f ull
ss (U0) Ψ(U, λ)χ(U0, λ) e

λ
2 UT H−1U− λ

2 UT
0 H−1U0

=
∫

dU
∫

dU0 Ψ(U0, 0) Ψ(U, λ)χ(U0, λ) e
λ
2 UT H−1U− λ

2 UT
0 H−1U0 . (4.34)

In Eq. (4.33), µ(λ) is the cumulant generating function.
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4.4. Calculation of moment generating function

In this section, we give the complete calculation of the moment generating function

for ∆SA
tot. The Langevin equations given in Eqs. (4.2)–(4.5) for the system shown in

Fig. 4.1 can be expressed in the matrix form as

Ẋ = V(t), (4.35)

mV̇ = −γV(t)−ΦX(t) + ξ(t) + F(t), (4.36)

where X(t) = (xA(t), xB(t))T, V(t) = (vA(t), vB(t))T, ξ(t) = (ηA(t), ηB(t))T, F(t) =

( fA(t), fB(t))T, and the matrix Φ is given by

Φ =

k0 + k −k

−k k0 + k

 .

Using Eq. (2.16), one can write Eqs. (4.35) and (4.36) in frequency domain as

X̃(ωn) = G(ωn)[F̃(ωn) + ξ̃(ωn)]−
G(ωn)

τ
[(imωn + γ)∆X + m∆V], (4.37)

Ṽ(ωn) = iωnG(ωn)[F̃(ωn) + ξ̃(ωn)] +
G(ωn)

τ
[Φ∆X− imωn∆V], (4.38)

where ∆X = X(τ)− X(0), ∆V = V(τ)−V(0), and G(ωn) = [−mω2
n + iγωn + Φ]−1

is the Green’s function symmetric matrix.

We write UT(τ) = [XT(τ), VT(τ)] as

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iωnε
[
X̃T(ωn), ṼT(ωn)

]
. (4.39)

In the large time limit (τ → ∞), we can convert the above given summation into

integration over ω. Using Eqs. (4.37) and (4.38) in the above equation, we see the

following terms

lim
ε→0

1
2π

∫ ∞

−∞
dω e−iωε[(imω + γ)∆XT + m∆VT]GT → 0,

lim
ε→0

1
2π

∫ ∞

−∞
dω e−iωε[∆XTΦT − imω∆VT]GT → 0.

This is because the contour of integration (clockwise) is a semicircle in the lower half
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of the complex ω-plane with center at the origin, and all of the poles lie in the upper

half of complex ω-plane. Therefore, UT(τ) becomes

UT(τ) = lim
ε→0

∞

∑
n=−∞

e−iεωn
[
(1− C){(η̃A + f̃A)qT

1 + (η̃B + f̃B)qT
2 }

+C(η̃AlT
1 + η̃BlT

2 + f̃AlT
3 )
]
, where (4.40)

qT
1 = lT

1 = (G11, G12, iωnG11, iωnG12),

qT
2 = lT

2 = (G12, G11, iωnG12, iωnG11),

lT
3 = [G11 + αG12, G12 + αG11, iωn(G11 + αG12), iωn(G12 + αG11)].

For convenience, we write η̃i = η̃i(ωn), η̃∗i = η̃i(−ωn), f̃i = f̃i(ωn), f̃ ∗i = f̃i(−ωn),

Gij = [G(ωn)]ij, and G∗ij = [G(−ωn)]ij.

From Eq. (4.40) , the mean and correlation of U(τ) are obtained as

〈U(τ)〉 = 0, (4.41)

〈U(τ)UT(τ)〉 = Tγ

π

∫ ∞

−∞
dω
[
(1− C){(1 + θ)q1q†

1 + (1 + θα2)q2q†
2}

+ C{l1l†
1 + l2l†

2 + θl3l†
3}
]
. (4.42)

Since U is linear with Gaussian noises, the steady state distribution of it can be writ-

ten using mean and correlation given by Eqs. (4.41) and (4.42), respectively, which

gives

P f ull
ss (U) =

e−
1
2 UT M−1U√

(2π)4 det M
, where Mij = 〈U(τ)UT(τ)〉ij. (4.43)

Using Eqs. (4.37) and (4.38), we write x̃B(ωn) and ṽA(ωn) as

x̃B(ωn) =G12(η̃A + f̃A) + G11(η̃B + f̃B)−
1
τ

qT
3 ∆U, (4.44)

ṽA(ωn) =iω[G11(η̃A + f̃A) + G12(η̃B + f̃B)] +
1
τ

qT
4 ∆U, (4.45)
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where

qT
3 =[(γ + iωnm)G12, (γ + iωnm)G11, mG12, mG11],

qT
4 =

(
[GΦ]11, [GΦ]12,−iωnmG11,−iωnmG12

)
.

From Eq. (4.23), W can be written as a sum of W1 and W2:

W = W1 + W2, where (4.46)

W1 =
1
T

∫ τ

0
dt fA(t)vA(t), (4.47)

W2 =
Πk
T

∫ τ

0
dt xB(t)vA(t). (4.48)

Using Eq. (2.17), we write W1 as

W1 =
τ

2T

∞

∑
n=−∞

[ f̃A(ωn)vA(−ωn) + f̃A(−ωn)vA(ωn)]. (4.49)

Substituting ṽA(ωn) from Eq. (4.45) in the above equation, we get

W1 =
τ

2T

∞

∑
n=−∞

[
iωn{G11(η̃A + f̃A) f̃ ∗A + G12(η̃B + f̃B) f̃ ∗A − G∗11(η̃

∗
A + f̃ ∗A) f̃A

−G∗12(η̃
∗
B + f̃ ∗B) f̃A}+

f̃Aq†
4∆U
τ

+
f̃ ∗A∆UTq4

τ

]
. (4.50)

Similarly, we can write W2 as

W2 =
Πkτ

2T

∞

∑
n=−∞

[x̃B(ωn)vA(−ωn) + x̃B(−ωn)vA(ωn)]. (4.51)
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Substituting x̃B(ωn) and ṽA(ωn) from Eqs. (4.44) and (4.45), respectively, in the

above equation, we get

W2 =
Πkτ

2T

∞

∑
n=−∞

[
iωn
{
[G11(η̃A + f̃A) + G12(η̃B + f̃B)][G∗12(η̃

∗
A + f̃ ∗A) + G∗11(η̃

∗
B + f̃ ∗B)]

− [G12(η̃A + f̃A) + G11(η̃B + f̃B)][G∗11(η̃
∗
A + f̃ ∗A) + G∗12(η̃

∗
B + f̃ ∗B)]

}
+

q†
4∆U
τ

[G12(η̃A + f̃A) + G11(η̃B + f̃B)] +
∆UTq4

τ
[G∗12(η̃

∗
A + f̃ ∗A) + G∗11(η̃

∗
B + f̃ ∗B)]

+
iωn∆UTq3

τ
[G∗11(η̃

∗
A + f̃ ∗A) + G∗12(η̃

∗
B + f̃ ∗B)]−

iωnq†
3∆U

τ
[G11(η̃A + f̃A) + G12(η̃B + f̃B)]

− ∆UT(q3q†
4 + q4q†

3)∆U
τ2

]
. (4.52)

Restricted moment generating function for W is given as

ZW(λ, U, τ|U0) = 〈e−λWδ[U −U(τ)]〉U,U0 =
∫ d4σ

(2π)4 eiσTU〈eE(τ)〉U,U0 , (4.53)

where we have use the integral representation of Dirac delta function, and E(τ) =

−λW − iσTU(τ). Using Eqs. (4.40) and (4.46), we write E(τ) as

E(τ) =
∞

∑
n=1

[
− λτ

T
ζT

n Cnζ∗n + ζT
n αn + αT

−nζ∗n +
λΠk
Tτ
|qn|2

]
− λτ

2T
ζT

0 C0ζ0 + ζT
0 α0 +

λΠk
2Tτ

q2
0,

(4.54)

where Cn = CI
n + ΠkCII

n and |qn|2 = ∆UT(q3q†
4 + q4q†

3)∆U.

For uncorrelated forces (C = 0), the row vector ζT
n = (η̃A, η̃B, f̃A, f̃B), the matrix CI

n

is

CI
n =



0 0 iωnG11 0

0 0 iωnG12 0

−iωnG∗11 −iωnG∗12 iωn[G11 − G∗11] −iωnG∗12

0 0 iωnG12 0


,

and matrix CII
n is

CII
n =



C11 C12 C13 C14

C∗12 C22 C23 C24

C∗13 C∗23 C33 C34

C∗14 C∗24 C∗34 C44


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whose matrix elements are

C11 =− C22 = C33 = −C44 = C13 = iωn[G11G∗12 − G12G∗11],

C12 =C14 = C34 = −C23 = iωn[|G11|2 − |G12|2],

C24 =− C11,

C∗ij =Cij(−ωn).

The column vector αn is given by

αn = −λ

T



aT
11∆U

aT
21∆U

aT
31∆U

aT
41∆U


− ie−iεωn



qT
1 σ

qT
2 σ

qT
1 σ

qT
2 σ


, in which

aT
11 =−Πk(iωnq†

3G11 − q†
4G12),

aT
21 =aT

41 = −Πk(iωnq†
3G12 − q†

4G11),

aT
31 =−Πk(iωnq†

3G11 − q†
4G12) + q†

4.

For second choice of external forces (C = 1), the row vector ζT
n = (η̃A, η̃B, f̃A), the

matrix CI
n and CII

n are

CI
n =



0 0 iωnG11

0 0 iωnG12

−iωnG∗11 −iωnG∗12 iωn[(G11 − G∗11)+

α(G12 − G∗12)]


and CII

n =


C11 C12 C13

C∗12 C22 C23

C∗13 C∗23 C33


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where matrix elements of CII
n are

C11 =− C22 = iωn[G11G∗12 − G∗11G12],

C12 =iωn[|G11|2 − |G12|2],

C13 =− C23 = C11 + αC12,

C33 =(1− α2)C11,

C∗ij =Cij(−ωn).

The column vector αn in this case is given by

αn = −λ

T


cT

11∆U

cT
21∆U

cT
31∆U

− ie−iεωn


lT
1 σ

lT
2 σ

lT
3 σ

 , in which

cT
11 =−Πk(iωnq†

3G11 − q†
4G12),

cT
21 =−Πk(iωnq†

3G12 − q†
4G11),

cT
31 =−Πk[iωnq†

3(G11 + αG12)− q†
4(G12 + αG11)] + q†

4.

Therefore, we get

〈eE(τ)〉U,U0 =

〈
exp

[
− λτ

2T
ζT

0 C0ζ0 + ζT
0 α0 +

λΠk
2Tτ

q2
0

]〉
×

∞

∏
n=1

〈
exp

[
− λτ

T
ζT

n Cnζ∗n + ζT
n αn + αT

−nζ∗n +
λΠk
Tτ
|qn|2

]〉
. (4.55)

In the above equation, the angular brackets represent the average over the joint

Gaussian distribution of thermal and external noises ζn. For n ≥ 1, the average

is done independently on each term using the distribution given in Eq. (2.45) and

the average for n = 0 term is done with respect to the distribution given in Eq. (2.46)

After computation of averages, we get

〈eE(τ)〉U,U0 = e(τ/τγ)µ(λ) exp
[

1
2

∞

∑
n=−∞

(
αT
−nΩ−1

n αn +
λΠk
Tτ
|qn|2

)]
, (4.56)
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where Ωn = [Λ−1 + λτ/T Cn].

In the large time limit (τ → ∞), we convert the summation into integration.

Therefore, we get

〈eE(τ)〉U,U0 ≈ e(τ/τγ)µ(λ)e−
1
2 σT H1σ+i∆UT H2σ+ 1

2 ∆UT H3∆U , where (4.57)

µ(λ) =− τγ

4π

∫ ∞

−∞
dω ln[det (ΛΩ)],

H1 =
τ

2π

∫ ∞

−∞
dω ρTΩ−1φ,

H2 =− τ

2π

∫ ∞

−∞
dω e−iωεaT

1 Ω−1φ,

H3 =
τ

2π

∫ ∞

−∞
dω

[
aT

1 Ω−1a2 +
λΠk
Tτ

(q3q†
4 + q3q†

4)

]
.

(4.58)

The vectors ρT, aT
1 , φ, and a2 are given in TABLE 4.1 in which

b11 = Πk[iωG∗11q3 + G∗12q4],

b12 = Πk[iωG∗12q3 + G∗11q4] = b14,

b13 = Πk[iωG∗11q3 + G∗12q4] + q4,

d11 = Πk[iωG∗11q3 + G∗12q4],

d12 = Πk[iωG∗12q3 + G∗11q4],

d13 = Πk[iω(G∗11 + αG∗12)q3 + (G∗12 + αG∗11)q4] + q4.

The restricted moment generating function for W can be written as

ZW(λ, U, τ|U0) ≈ e(τ/τγ)µ(λ) e
1
2 ∆UT H3∆U

∫ d4σ

(2π)4 eiσTU e−
1
2 σT H1σ eiσT HT

2 ∆U . (4.59)

Calculating integration over σ, we get

ZW(λ, U, τ|U0) ≈
e(τ/τγ)µ(λ)√

(2π)4 det H1(λ)
e

1
2 ∆UT H3∆Ue−

1
2 (U

T+∆UT H2)H−1
1 (U+HT

2 ∆U). (4.60)

We can factorize the above equation in terms of the initial and final variables [see

Eq. (4.32)] which implies (H3−H2H−1
1 HT

2 −H−1
1 HT

2 )+ (H3−H2H−1
1 HT

2 −H2H−1
1 )T =
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Vectors Uncorrelated forces Correlated forces
ρT (q∗1 , q∗2 , q∗1 , q∗2) (l∗1 , l∗2 , l∗3 )
aT

1 −λ/T(b11, b12, b13, b14) −λ/T(d11, d12, d13)

φ


qT

1
qT

2
qT

1
qT

2


lT

1
lT
2

lT
3



a2 −λ

T


aT

11
aT

21
aT

31
aT

41

 −λ

T

cT
11

cT
21

cT
31


TABLE 4.1: The vectors ρT , aT

1 , φ, and a2 are shown.

0. Therefore, we get

ZW(λ, U, τ|U0) ≈
e(τ/τγ)µ(λ)e−

1
2 UT

0 L2(λ)U0 e−
1
2 UT L1(λ)U√

(2π)4 det H1(λ)
, where (4.61)

L1(λ) = H−1
1 + H−1

1 HT
2 and L2(λ) = −H−1

1 HT
2 .

Therefore, the restricted moment generating function for ∆SA
tot is given as

Z(λ, U, τ|U0) ≈
e(τ/τγ)µ(λ)e−

1
2 UT

0 L̃2(λ)U0 e−
1
2 UT L̃1(λ)U√

(2π)4 det H1(λ)
, with (4.62)

L̃1(λ) = L1(λ)− λH−1, and L̃2(λ) = L2(λ) + λH−1.

The moment generating function is obtained by integrating over the initial steady

state distribution P f ull
ss (U0) and final variable U

Z(λ) =
∫

dU
∫

dU0 P f ull
ss (U0)Z(λ, U, τ|U0) ≈ g(λ) e(τ/τγ)µ(λ). (4.63)

In the above equation, the cumulant generating function µ(λ) is given by

µ(λ) = − 1
4π

∫ ∞

−∞
du ln

[
1 +

h(u, λ)

q(u)

]
, (4.64)
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where function q(u) is

q(u) = [(κ − u2)2 + u2][(δ + κ − u2)2 + u2]. (4.65)

The form of h(u, λ) for first choice of forces, i.e. for uncorrelated forces, is given as

h(u, λ) = 4θλ(1− λ)u2[u4 + (1− 2κ − δ)u2 + κ2 + κδ + (2−Π)δ2/4]

− λδ2u2[λα2θ2(Π− 1)2 + λΠ2 + θΠ{λ(1 + α2)Π− λ− α2}], (4.66)

whereas for second choice of forces, i.e. for fB(t) = α fA(t), is

h(u, λ) = 4θλ(1− λ)u2[u4 + (1− 2κ − δ)u2 + κ2 + κδ + (2−Π)δ2/4]

− λu2[θδα(λΠ− 1){4(κ − u2) + δ(2 + αΠ)}+ λΠδ2(Π− θ(1−Π))].

(4.67)

The prefactor g(λ) in Eq. (4.63) is given as

g(λ) =
[
det[H1(λ)H1(0)L̃1(λ)]det [H−1

1 (0) + L̃2(λ)]
]−1/2

. (4.68)

The computation of g(λ) is quite involved and not very illuminating as it requires

the computation of matrices H1(λ), L̃1(λ), and L̃2(λ). In Sec. 4.6, we show how to

solve µ(λ) and the assumption to approximate the prefactor g(λ).

4.5. Single Brownian particle in a harmonic trap

Consider a single Brownian particle in a harmonic trap of stiffness k0, driven by

an external stochastic Gaussian white noise fA(t). The given system is in contact

with the heat bath at a constant temperature T. The Langevin equations for the

stochastically driven Brownian particle in a harmonic trap are given by Eqs. (4.13)

and (4.14). It is interesting to note that both definitions of entropy production and

also for both choices of forces [see Eq. (4.22)] coincide at δ = 0. In this case, the
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cumulant generating function µ0(λ) in the integral form is given as

µ0(λ) = −
1

4π

∫ ∞

−∞
du ln

[
1 +

h0(u, λ)

q0(u)

]
, (4.69)

where h0(u, λ) = 4θλ(1− λ)u2 and q0(u) = (u2− κ)2 + u2. We can solve the integral

given in Eq. (4.69) easily which gives

µ0(λ) =
1
2
[1− ν(λ)], where (4.70)

ν(λ) =
√

1 + 4θλ(1− λ) =
√

4θ(λ+ − λ)(λ− λ−). (4.71)

Here, λ± are given by

λ± = 1/2(1±
√

1 + θ−1). (4.72)

One can also obtain the prefactor g0(λ) as

g0(λ) =
4ν(λ)

[1 + ν(λ)]2
. (4.73)

In the above equations, the subscript 0 corresponds to δ = 0. From Eqs. (4.70) and

(4.73), it is clear that both µ0(λ) and g0(λ) are analytic functions for λ ∈ (λ−, λ+)

and satisfy the Gallavotti-Cohen symmetry [82].

4.6. Probability distribution function

The probability density function for ∆SA
tot is computed by inverting the moment gen-

erating function Z(λ) using the inverse transform

P(∆SA
tot = sτ/τγ) =

1
2πi

∫ +i∞

−i∞
dλ Z(λ)eλ∆SA

tot , (4.74)

where the contour of integration is along the direction of imaginary axis passing

through the origin of the complex λ-plane. Using large time solution (τ � τγ) of
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moment generating function Z(λ) given in Eq. (4.63), we obtain

P(∆SA
tot = sτ/τγ) ≈

1
2πi

∫ +i∞

−i∞
dλ g(λ)e(τ/τγ)Is(λ), (4.75)

where s = ∆SA
totτγ/τ is the scaled variable, and the function Is(λ) = µ(λ) + λs.

If both µ(λ) and g(λ) are analytic function of λ, then in the limit of large time

(τ � τγ), one can use saddle-point method [136] to approximate the integral (4.75).

Therefore, we get

P(∆SA
tot = sτ/τγ) ≈

g(λ∗)e(τ/τγ)Is(λ∗)√
2π(τ/τγ)

∣∣I′′s (λ∗)∣∣ . (4.76)

In the above equation

I′′s (λ
∗) =

∂2 Is(λ)

∂λ2

∣∣∣∣
λ=λ∗(s)

, (4.77)

and λ∗(s) is the saddle point obtained from solving the following equation

∂Is(λ)

∂λ

∣∣∣∣
λ=λ∗(s)

= 0. (4.78)

At the saddle point, the function Is(λ∗) reads as

Is(λ
∗(s)) = µ(λ∗(s)) + λ∗(s)s. (4.79)

The probability density function p(s) is

p(s) = P(∆SA
tot = sτ/τγ)

∣∣∣∣d∆SA
tot

ds

∣∣∣∣ ≈ g(λ∗)e(τ/τγ)Is(λ∗)√
2π(τγ/τ)

∣∣I′′s (λ∗)∣∣ . (4.80)

If both µ(λ) and g(λ) follow the Gallavotti-Cohen symmetry [82], i.e. µ(λ) = µ(1−

λ) and g(λ) = g(1− λ), and there is no singularities in µ(λ) and g(λ) within λ ∈

[0, 1], then we can obtain the probability distribution of negative entropy production

as

P(∆SA
tot = −sτ/τγ) ≈

e−sτ/τγ

2πi

∫ +i∞

−i∞
dλ g(λ)e(τ/τγ)Is(λ).

(4.81)
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From Eqs. (4.75) and (4.81), we get

P(∆SA
tot = sτ/τγ)

P(∆SA
tot = −sτ/τγ)

≈ esτ/τγ , (4.82)

which is steady state fluctuation theorem for ∆SA
tot.

In the case of single Brownian particle confined in a harmonic trap (see Sec. 4.5),

the cumulant generating function µ(λ) → µ0(λ) and the prefactor g(λ) → g0(λ).

Both of these functions are analytic when λ ∈ (λ−, λ+). Moreover, they satisfy the

Gallavotti-Cohen Symmetry. Therefore, the total entropy production in this case

satisfies the steady state fluctuation theorem.

But in our problem, µ(λ) does not satisfy the Gallavotti-Cohen symmetry for

large coupling δ. Thus, one may not expect that the total entropy production by the

partial system (partial and apparent entropy production) must satisfy fluctuation

theorem for large value of coupling parameter δ.

Computation of the prefactor g(λ) is quite involved. Here, our aim is to un-

derstand the fluctuation theorem for partial system in the weak coupling limit (i.e.

δ → 0). Therefore, we approximate g(λ) to the prefactor of the moment generat-

ing function of a stochastically driven single Brownian particle in a harmonic trap:

g(λ) ≈ g0(λ) [see Eq. (4.73)][52, 53, 54].

On the other hand, one can, in general, compute the integral (4.64) to get µ(λ) as

shown in Chapter 2. Alternatively, we can evaluate the integral given in Eq. (4.64)

numerically using MATHEMATICA. To do so, we first analyze the domain within

which the function µ(λ) is a real quantity. Notice that this domain is the same where

saddle point λ∗(s) stays for finite scaled variable s.

First consider the integral of cumulant generating function for a single Brownian

particle in a harmonic trap, given in Eq. (4.69) (similar method we have used in

Chapters 2 and 3). The arguments of logarithm in the integrand of µ0(λ) are q0(u)

and [h0(u, λ) + q0(u)]. While the function q0(u) is always positive for all real values

of u, the function [h0(u, λ) + q0(u)] can have any sign. To understand the sign, we
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FIGURE 4.2: Variation of λδ
±(u) is plotted against u for 0 < δ < 1 (red

solid) and δ=0 (blue dashed lines) at fixed κ = 1.

solve the quadratic equation

h0(u, λ) + q0(u) =0

a0(u)λ2 − b0(u)λ− q0(u) =0, (4.83)

in λ where a0(u) = b0(u) = 4θu2 and q0(u) = (u2 − κ)2 + u2. The roots of above

quadratic equation are

λ0
±(u) =

b0(u)±
√

b2
0(u) + 4a0(u)q0(u)

2a0(u)
. (4.84)

In Figs. 4.2(a) and 4.2(b), we show the variation of λ0
±(u) (see blue dashed lines)

against u at fixed κ = 1. In the complex λ-plane, we see that µ0(λ) is a real function

for λ ∈ (λmax, λmin) where λmin = min{λ0
+(u)} and λmax = max{λ0

−(u)}. In this

case, the extrema of functions λ0
±(u) occur at u∗ = ±

√
κ (see Fig. 4.2). Therefore,

λ0
±(u

∗ = ±
√

κ) = λ± = 1/2[1±
√

1 + θ−1]. (4.85)

This implies µ0(λ) is a real function within (λ−, λ+).

Similar recipe we will use to find the domain within which µ(λ) is a real quantity.

For δ 6= 0, the argument of logarithm of the integrand in Eq. (4.64) are q(u) and

[h(u, λ) + q(u)], where q(u) is clearly positive function for all real u. To see the
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domain, we write the quadratic equation

h(u, λ) + q(u) = 0

a(u)λ2 − b(u)λ− q(u) = 0, (4.86)

in λ. The function q(u) is given in Eq. (4.65), and one can find a(u) and b(u) from

Eqs. (4.66) and (4.67) for both definitions of entropy production and for both choices

of external forces. The roots of the quadratic equation (4.86) are

λδ
±(u) =

b(u)±
√

b2(u) + 4a(u)q(u)
2a(u)

. (4.87)

Figs. 4.2(a) and 4.2(b) show the variation of λδ
±(u) (red solid line) against u for 0 <

δ < 1 at fixed κ = 1. We have also compared the given curve with δ = 0 case (blue

dashed lines). It is clear from Fig. 4.2 that λδ
±(u) converge to λ0

±(u) in the limit of

δ → 0. Therefore, one can use perturbation theory to evaluate u∗ in the limit δ → 0.

For first type of forces and both definitions of entropy production, we see that

u∗ = ±
[√

κ +
δ

4
√

κ
+ O(δ2)

]
, (4.88)

whereas for second type of forces

u∗ =


±
[√

κ +
δ(1− α)

4
√

κ
+ O(δ2)

]
, Partial entropy production,

±
[√

κ +
δ[1 + 2α(θ +

√
θ(1 + θ))]

4
√

κ
+ O(δ2)

]
, Apparent entropy production,

(4.89)

For each case, we substitute u∗ in Eq. (4.87). In the limit of δ → 0, we get λδ
±(u∗) →

λ± where λ± are given in Eq. (4.72). When λ ∈ (λ−, λ+), g0(λ) is also analytic

function. Therefore, one can directly use saddle-point approximation in Eq. (4.75) to

get the probability distribution function for ∆SA
tot.
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4.7. Large deviation theorem and fluctuation theorem

The large deviation function h(s) = Is(λ∗(s)) is defined as [136]

h(s) = lim
τ/τγ→∞

τγ

τ
ln P(∆SA

tot = sτ/τγ). (4.90)

Therefore, the large deviation form of the distribution is given by

P(∆SA
tot = sτ/τγ) ∼ e(τ/τγ)h(s). (4.91)

The distribution which satisfies fluctuation theorem, we find that

lim
τ/τγ→∞

τγ

τ
ln
[

P(∆SA
tot = +sτ/τγ)

P(∆SA
tot = −sτ/τγ)

]
= s. (4.92)

From the above equation, one can conclude that the large deviation function satisfies

a symmetry properties given as

h(s)− h(−s) = s for all s. (4.93)

For convenience, we define an asymmetry function f (s) as

f (s) =
τγ

τ
ln

P(∆SA
tot = +sτ/τγ)

P(∆SA
tot = −sτ/τγ)

. (4.94)

In the large time limit (τ → ∞), we find

f (s) = h(s)− h(−s). (4.95)

In the example considered in Sec. 4.5, the slope of the associated asymmetry func-

tion f (s) remains unity. Thus, for that system, total entropy production satisfies

the steady state fluctuation theorem. In the following, we show the comparison of

analytical results with the numerical simulation for both definitions of entropy pro-

duction and for both choices of external forces.
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FIGURE 4.3: The asymmetry functions f (s) are plotted against the
scaled variable s = ∆SA

totτγ/τ for: (a) partial entropy production for
first choice of external forces, (b) apparent entropy production for first
choice of external forces, (c) partial entropy production for second
choice of external forces, and (d) apparent entropy production for sec-
ond choice of external forces. The probability density functions p(s)
are plotted against the scaled variable s = ∆SA

totτγ/τ for: (e) partial
entropy production for first choice of external forces, (f) apparent en-
tropy production for first choice of external forces, (g) partial entropy
production for second choice of external forces, and (h) apparent en-
tropy production for second choice of external forces. In all of the
above figures, blue points represent the numerical simulation results
whereas red dot-dashed lines correspond to asymmetry function f (s)
and probability density function p(s) obtained from Eqs. (4.94) and
(4.80), respectively. The green solid lines in figures (a)-(d), correspond
to the case when there is no coupling between particle A and particle
B (δ = 0): f (s) = s. For all above figures, we choose the trap strength
κ = 2.0, coupling parameter δ = 0.01, temperature of the heat bath
T = 1, and the observation time relative to viscous relaxation time

τ/τγ = 20.
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4.8. Numerical simulation

In Fig. 4.3, we compare the analytical results of asymmetry function f (s) and prob-

ability density function p(s) using Eqs. (4.94) and (4.80), respectively, with the nu-

merical simulation results for: partial entropy production for first choice of external

forces, apparent entropy production for first choice of external forces, partial entropy

production for second choice of external forces, and apparent entropy production

for second choice of external forces. All of these results are obtained for a fixed trap

strength κ = 2.0, coupling parameter δ = 0.01, temperature of the heat bath T = 1,

and the observation time relative to relaxation time τ/τγ = 20. Figure 4.3 shows

a very good agreement between theoretical predictions and numerical simulation.

The details of the numerical simulations are discussed in Appendix A.

From Figs. 4.3 (a)–(d), it is clear that the slope of asymmetry function f (s) is unity

in the limit δ → 0 which indicates that both definitions of total entropy production

of partial system satisfy the steady state fluctuation theorem.

4.9. Summary

We have considered two harmonically coupled Brownian particles with coupling

strength k = δγ2/(2m), where δ is the dimensionless coupling parameter. The sys-

tem is placed in a harmonic confinement of stiffness k0, and immersed in the heat

bath of a constant temperature T. Both of these particles are externally driven to the

nonequilibrium steady state by stochastic Gaussian forces: fA(t) and fB(t). While

the strength of the force acting on particle A is θ with respect to the strength of

the thermal noise of the bath, the relative strength of the force acting on particle

B with respect to particle A is α2. Two different choices of forces are considered.

In the first choice, both of these forces are independent of each other while in the

second choice fB(t) = α fA(t). In the presence of external driving, system gener-

ates entropy and the total entropy production satisfies the steady state fluctuation

theorem. In this chapter, we have concentrated on the total entropy production by

one of the particles in the coupled system, and two different definitions of it are
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FIGURE 4.4: In the absence of harmonic confinement, the asymmetry
function f (s) obtained from numerical simulation is plotted against
the scaled variable s for fixed observation time τ/τγ = 150 for four
different values of coupling parameters: (1) δ = 0.1 (red circles), (2)
δ = 0.01 (orange squares), (3) δ = 0.001 (blue triangles), and (4)
δ = 0.0001 (magenta rhombuses). While the blue straight dashed
line denotes f (s) = s, the red dashed curve represents the analyti-
cal result for the asymmetry function f (s) for the coupling parameter
δ = 0.1 at the observation time τ/τγ = 150. The parameters θ = 0.01
and α = 0.05 are taken from the phase diagram Fig. 2.4(a). This figure
indicates that as the coupling parameter δ decreases, the fluctuation
theorem restores its form, i.e., f (s) = s, (e.g. see magenta rhombuses
and blue straight dashed line) at time τ/τγ = 150 which is much

smaller than the coupling time scale ty ∼ O(δ−2).

considered, i.e. partial and apparent entropy production. We have studied the fluc-

tuation theorem for both definitions of entropy production and also for both choices

of external forces, and showed that steady state fluctuation theorem would deviate

from f (s) = s with O(δ). Thus, in the weak coupling limit, the fluctuation theorem

for partial and apparent entropy production is restored. Therefore, we have found a

mechanism with which the effect of weak interactions is diminished when the whole

system is trapped in a harmonic confinement.

To understand why trap helps to nullify the effect of weak coupling of the hidden

DOFs on the observed ones, let us consider the overdamped case, where in the pres-

ence of trap, the relative spacing y = (xA − xB), evolves according to overdamped
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Langevin equation given as

ẏ = −δ + κ

τγ
y +

η(t) + f (t)
γ

. (4.96)

Here the thermal noise and external force in the relative frame are η(t) = ηA(t)−

ηB(t) and f (t) = fA(t)− fB(t), respectively.

First consider the case when there is no harmonic confinement (κ = 0). In this

case the force due to the coupling becomes important when y ∼ O(τγ/δ). The

typical time-scale above which we can see the effect of coupling is given by the

diffusive scale ty ∼ y2 ∼ O(τ2
γ/δ2), as for y � O(τγ/δ), the effect of the coupling

is negligible. Therefore, when the observation time τ is much larger than ty, we

see finite contribution to the medium entropy production from the term δy as it

becomes comparable to the external force fA even in the weak coupling limit δ → 0

(see Chapters 2 and 3). In Fig. 4.4, we plot the numerically obtained asymmetry

function f (s) against s for four different values of the coupling parameters: (1) δ =

0.1 (red circles), (2) δ = 0.01 (orange squares), (3) δ = 0.001 (blue triangles), and

(4) δ = 0.0001 (magenta rhombuses) at the observation time τ/τγ = 150. The red

dashed line is the analytical result for the asymmetry function f (s) at the coupling

parameter δ = 0.1 whereas the blue straight line correspond to f (s) = s (δ = 0

case). The parameters θ = 0.01 and α = 0.05 are taken from the phase diagram

Fig. 2.4(a). This figure indicates that the fluctuation theorem restores its form once

the observation time τ/τγ is taken to be small as compared to the coupling time scale

ty ∼ O(δ−2) (e.g. see magenta rhombuses and blue straight dashed line).

On the other hand (κ 6= 0 and δ� κ), typically y scales as y ∼ O(τγ/
√

κ) because

it gets saturate due to harmonic confinement. Therefore, the force from the coupling

term δy ∼ O(δτγ/
√

κ) which is much smaller than the external force fA(t). Thus,

in this limit (δ → 0), the contribution in the medium entropy production from the

term δy is vanishingly small. Therefore, the steady state fluctuation theorem holds

for both definitions of entropy production.
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Chapter 5

Effect of weakly coupled fast

degrees of freedom on fluctuation

theorem

We consider a single Brownian particle in contact with two heat baths of different

temperatures (T1 and T2). The given particle is then connected to a third heat bath

of a distinct temperature δT3. In the limit of weak coupling (δ → 0) between the

Brownian particle and the third heat bath, we show analytically that the steady state

fluctuation theorem for the total entropy production due to two heat baths with

temperatures T1 and T2 will retain its form (1.13). Numerical simulations are also

done to verify analytical results.

5.1. Introduction

In systems where a few slow degrees of freedom (DOFs) (for example, those of a

colloidal particle in water) interact with a large number of fast DOFs (for example,

those of the water molecules) —and there is a clear separation of time scales between

the fast and slow DOFs— the effects of the fast DOFs on the slow DOFs can be re-

placed by an effective white noise (and dissipation) [152]. This leads to a stochastic

dynamics for the slow DOFs where the fast DOFs act as a heat bath. In Chapters 2–

4, we have considered a system of interacting slow DOFs. These DOFs are driven

into a non-equilibrium steady state using an external source of driving. In the non-

equilibrium stationary state, the probability density function of the total entropy
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production from all slow DOFs satisfies the symmetry relation (1.13) (steady state

fluctuation theorem) [121, 120, 122]. Evidently, the partial system will not obey such

a symmetry relation due to interactions between the partial system and the unob-

served part of the system. The central question we asked there, what is the nature of

the fluctuation theorem when those interactions are considered to be infinitesimally

weak? In Chapters 2 and 3, we show that the hidden slow DOFs indeed affect the

fluctuation theorem for the total entropy production of a partial system even in the

limit of coupling tending to zero [52, 53, 54]. In Chapter 4, we have given a technique

with which the effect of the weak coupling of hidden variables can be diminished.

Consequently, the fluctuation theorem for the total entropy production of a partial

system was shown to be obeyed [53, 51]. In this chapter, we asked whether one can

see the deviation from the steady state fluctuation theorem for the partial entropy

production [see Eq. (5.10)] when one observes a slow DOF coupled to fast DOFs

weakly [54]? Therefore, we consider a simple system where a single Brownian par-

ticle is coupled to a thermal gradient (T1 and T2). The given particle is also coupled

to a third heat bath of temperature δT3. In the weak coupling limit (i.e., δ → 0), the

deviation from the steady state fluctuation theorem for the total entropy production

of the Brownian particle due to a thermal gradient (T1 and T2) is observed.

This chapter is organized as follow. We define the model and the definition of

partial entropy production in Sec. 5.2. In Sec. 5.3, we give the Fokker-Planck equa-

tion for the conditional moment generating function for the partial medium entropy

production, and then we obtain the moment generating function for the partial en-

tropy production Z(λ) ∼ g(λ)e(τ/τγ)µ(λ). In Sec. 5.4, we invert the moment generat-

ing function Z(λ) to obtain the probability density function for the partial entropy

production. Section 5.5 discusses the large deviation function and fluctuation theo-

rem for the partial entropy production. In Sec. 5.6, we summarize this chapter.

5.2. Model

Consider a single Brownian particle of mass m in contact with three heat reservoirs

of temperatures T1, T2 and δT3 and respective dissipation constants γ1, γ2 and δγ3.

The schematic diagram is shown in Fig. 5.1. The dynamics of the Brownian particle
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FIGURE 5.1: The schematic diagram for a single Brownian particle
connected to three heat baths of temperatures T1, T2 and δT3 and dis-

sipation constants γ1, γ2 and δγ3.

is governed by underdamped Langevin equation

mv̇ = [−γ1v(t) + η1(t)] + [−γ2v(t) + η2(t)] + δ[−γ3v(t) + η3(t)], (5.1)

where v is the velocity of the particle. The noises η1, η2 and η3 has mean 〈ηi(t)〉 = 0

and correlations 〈ηi(t)ηj(t′)〉 = 2Diδi,jδ(t− t′), where Di = Tiγi with {i,j}={1,2,3}. We

set Boltzmann’s constant kB = 1 throughout the chapter.

The observable in this chapter is the total entropy production ∆Stot in the steady

state for a span of time τ. Total entropy production ∆Stot is the sum of two contri-

butions: first contribution arises from the energy transferred from heat baths to the

Brownian particle, and the second one comes from the change in the configurations

of that particle between time 0 and τ in the steady state [121, 120, 122]

Multiplying Eq. (5.1) by v(t) on both sides, and integrating over time t from 0 to

τ yields
m
2
(v2

τ − v2
0) = Q1 + Q2 + Q3 (5.2)

where vu is a velocity of the Brownian particle at time u, Qi =
∫ τ

0 dt [(1 − δi3) +

δi3δ][ηi(t)− γiv(t)]v(t), is the heat energy given by ith bath to the particle, and the

term on left hand side is the change in the kinetic energy of the Brownian particle.

It is clear from Eq. (5.1) that the velocity of the Brownian particle depends on
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thermal Gaussian noises linearly. Therefore, it has a Gaussian distribution charac-

terized by its mean and variance:

〈vτ〉 = v0e−τ/tγ , (5.3)

〈[vτ − 〈vτ〉]2〉 =
D1 + D2 + δ2D3

m(γ1 + γ2 + δγ3)
(1− e−2τ/tγ), (5.4)

where v0 is the initial velocity, tγ = m/(γ1 + γ2 + δγ3) is the time-scale of relaxation,

and the angular brackets represent the average over thermal Gaussian noises. Thus,

in the large time limit (τ → ∞), mean 〈vτ〉ss = 0 and variance is

σ2
v = 〈[vτ − 〈vτ〉]2〉ss =

D1 + D2 + δ2D3

m(γ1 + γ2 + δγ3)
. (5.5)

Thus, the steady state distribution for the velocity of the Brownian particle is

Pss(vτ) =
1√

2πσ2
v

exp
[
− v2

τ

2σ2
v

]
. (5.6)

The system entropy production ∆Ssys reads

∆Ssys = − ln Pss(vτ) + ln Pss(v0) =
1

2σ2
v
[v2

τ − v2
0]. (5.7)

Here, we are considering the total entropy production due to baths of temperatures

T1 and T2 (i.e. partial entropy production). Therefore, change in the entropy in baths

(see Chapters 2– 4) of temperature T1 and T2 during the time τ is given by [58, 15,

147]

∆S1,2
med = −

(
Q1

T1
+

Q2

T2

)
. (5.8)

We define

W = aQ1 + bQ2, (5.9)

where a = −1/T1, b = −1/T2, and W = ∆S1,2
med. Therefore, the partial entropy

production is

∆S1,2
tot = ∆S1,2

med + ∆Ssys. (5.10)

Since Qi depends on thermal noises quadratically, W will not have Gaussian distri-

bution. In the following section, we solve the Fokker-Planck equation corresponding
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to the restricted moment generating function for W.

5.3. Fokker-Planck equation

The Fokker-Planck equation for the joint probability density function for v and W

starting from v = v0 and W = 0 is [70, 107]

∂P(W, v, τ|v0)

∂τ
=

[
γ1 + γ2 + δγ3

m
∂

∂v
v +

D1 + D2 + δ2D3

m2
∂2

∂v2 +

{
(aγ1 + bγ2)v2

− (aD1 + bD2)

m

}
∂

∂W
+ (a2D1 + b2D2)v2 ∂2

∂W2 +
2(aD1 + bD2)

m
∂2

∂W∂v

]
P(W, v, τ|v0).

(5.11)

We use the Fourier transform Z(λ, v, τ|v0) =
∫ +∞
−∞ dW e−λW P(W, v, τ|v0) in the above

differential equation

∂ZW(λ, v, τ|v0)

∂τ
=

[
D1 + D2 + δ2D3

m2
∂2

∂v2 +

{
γ1 + γ2 + δγ3 + 2λ(aD1 + bD2)

m

}
v

∂

∂v

+
γ1 + γ2 + δγ3 + 2λ(aD1 + bD2)

m
+ λ[(aγ1 + bγ2)v2 − (aD1 + bD2)/m]

+ (a2D1 + b2D2)λ
2v2
]

Z(λ, v, τ|v0), (5.12)

where ZW(λ, v, τ|v0) is the restricted moment generating function for W. The above

differential equation is subjected to the initial condition Z(λ, v, τ = 0|v0) = δ(v −

v0).

We choose ZW(λ, v, τ|v0) = φλ(v|v0)Ψλ(v, τ|v0), and substitute it in Eq. (5.12),

we get

∂Ψ
∂τ

=
D
m2 Ψ′′ +

[
2D
m2

φ′

φ
+ v

γt − 2λ(γ1 + γ2)

m

]
Ψ′ +

[
D
m2

φ′′

φ
+ (aγ1 + bγ2)λ(1− λ)v2

+ v
γt − 2λ(γ1 + γ2)

m
φ′

φ
+

γt − λ(γ1 + γ2)

m

]
Ψ, (5.13)

where D = D1 + D2 + δ2D3, γt = γ1 + γ2 + δγ3, and ′ ≡ ∂/∂v. For convenience, we

write φ ≡ φλ(v|v0) and Ψ ≡ Ψλ(v, τ|v0).
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For a particular choice of φ = exp
[
− m(v2 − v2

0)[γt − 2λ(γ1 + γ2)]

4D

]
, the Fokker-

Planck equation given in Eq. (5.13) reduces to

∂Ψ
∂τ

=
D
m2 Ψ′′ + v2

[
(aγ1 + bγ2)λ(1− λ)− {γt − 2λ(γ1 + γ2)}2

4D

]
Ψ +

γtΨ
2m

(5.14)

We map the above given differential equation (classical problem) to the Schrödinger’s

equation for the quantum harmonic oscillator (QHO)

ih̄
∂Ψ
∂t

= − h̄2

2m
∂2Ψ
∂x2 + U(x)Ψ. (5.15)

Identifying the mapping it/h̄ → τ, x → v, and h̄2/2m → D/m2, we find the har-

monic potential in which the Brownian particle is confined (in the classical problem)

U(v) =
1
2

mω2v2 = −v2
[
(aγ1 + bγ2)λ(1− λ)− {γt − 2λ(γ1 + γ2)}2

4D

]
. (5.16)

Using h̄2 = 2D/m, we get

h̄ω =
1
m

√
[γt − 2λ(γ1 + γ2)]2 − 4D(aγ1 + bγ2)λ(1− λ). (5.17)

Mapping of our classical problem onto the QHO gives the advantage to recognize

energy eigenvalues and eigenstates of our problem. Thus, in the nth eigenstate, the

energy eigenvalue reads

εn =

(
n +

1
2

)
h̄ω− γt

2m
. (5.18)

The eigenfunction Ψλ(v, τ|v0) is written as

Ψλ(v, τ|v0) = 〈v|e−τĤ |v0〉 =
∞

∑
n=0

e−εnτψn(v)ψ∗n(v0), (5.19)

where the superscript ∗ corresponds to the complex conjugation operation and Ĥ is

the quantum Hamiltonian

Ĥ = − D
m2

∂2

∂v2 − v2
[
(aγ1 + bγ2)λ(1− λ)− {γt − 2λ(γ1 + γ2)}2

4D

]
− γt

2m
. (5.20)

For simplicity, we choose γ1 = γ2 = γ3 = γ. Using eigenfunctions of the harmonic
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oscillator and the mapping defined above, we write the full solution of the Fokker-

Planck equation. In the large time limit (τ � τγ, where τγ = m/γ is the viscous

relaxation time), the dominating contribution to the solution is from n = 0 term,

ZW(λ, v, τ|v0) =

√
mγν(λ)

2πD
e(τ/τγ)µ(λ)e−

mγv2
4D [2+δ−4λ+ν(λ)]e−

mγv2
0

4D [−2−δ+4λ+ν(λ)] + . . . ,

(5.21)

where

µ(λ) =
1
2
[2 + δ− ν(λ)], in which (5.22)

ν(λ) =
√
(2 + δ− 4λ)2 − 4λ(1− λ)(T1 + T2 + δ2T3)(a + b). (5.23)

Therefore, the restricted moment generating function for ∆S1,2
tot is

Z(λ, v, τ|v0) = e−λ∆Ssys ZW(λ, v, τ|v0)

=

√
mγν(λ)

2πD
e(τ/τγ)µ(λ)e−

mγv2
4D [2+δ+2λδ+ν(λ)]e−

mγv2
0

4D [−2−δ−2λδ+ν(λ) + . . . .

(5.24)

Notice that substituting λ = 0 in the above equation and identifying µ(0) = 0 gives

the steady state distribution Z(0, v, τ → ∞|v0) = Pss(v) [see Eq. (5.6)].

The moment generating function for the partial entropy production is obtained

from Z(λ, v, τ|v0) by integrating over the final velocity variable v and the initial

velocity v0 with respect to initial steady state distribution Pss(v0)

Z(λ) =
∫

dv
∫

dv0 Pss(v0) Z(λ, v, τ|v0) = e(τ/τγ)µ(λ)g(λ) + . . . , (5.25)

where the prefactor is

g(λ) =
2
√
(2 + δ)ν(λ)√

2 + δ + 2λδ + ν(λ)
√

2 + δ− 2λδ + ν(λ)
. (5.26)

Here, the first and second term in the denominator come from integrating the re-

stricted moment generating function of the partial entropy production over the final

variable v and the initial variable v0 with respect to the steady state ensemble Pss(v0),



140
Chapter 5. Effect of weakly coupled fast degrees of freedom on fluctuation

theorem

respectively.

5.4. Probability distribution function

Our goal of this chapter is to compute the probability density function of the partial

entropy production. Thus, we invert the moment generating function Z(λ) using

the inverse transformation

P(∆S1,2
tot = sτ/τγ) =

∫ +i∞

−i∞

dλ

2πi
Z(λ)e∆S1,2

tot =
∫ +i∞

−i∞

dλ

2πi
g(λ)e(τ/τγ)Is(λ) + . . . . (5.27)

where s = ∆S1,2
tot τγ/τ is the scaled variable. The contour of integration in the above

equation is taken along the imaginary axis passing through the origin of the complex

λ-plane. The function Is(λ) reads as

Is(λ) = µ(λ) + λs. (5.28)

The function ν(λ) is real and positive when λ ∈ (λδ
−, λδ

+) where

λδ
± =

1
2(α− 16)

[α− 8(2 + δ)±
√

α
√

α− 16 + 4δ2], (5.29)

where λδ
+ > 0, λδ

− < 0, and α = 4(1 + 1/β12)(1 + β12 + δ2β13), and β1j = Tj/T1.

Therefore, Is(λ) is also real function when λ ∈ (λδ
−, λδ

+).

The long time result of the integral (5.27) can be calculated using saddle-point

method [136]. The saddle point λ∗(s) is the solution of the following equation

∂µ(λ)

∂λ

∣∣∣∣
λ=λ∗(s)

= −s, (5.30)

and given by

λ∗(s) =
1

2(α− 16)

[
α− 8(2 + δ)− 2s

√
α(α− 16 + 4δ2)

α− 16 + 4s2

]
, (5.31)
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where α− 16 > 0. Note that, in the limit of large s, we see that

λ∗(s) =


λδ
− s→ +∞,

λδ
+ s→ −∞.

(5.32)

At the saddle point, we find that

∂2 Is(λ)

∂λ2

∣∣∣∣
λ=λ∗(s)

=
(4s2 + α− 16)3/2√

α(4δ2 + α− 16)
, (5.33)

is positive function of s. Thus, the function Is(λ) is minimum at the saddle point

λ∗(s) along the Re(λ) axis of the complex λ-plane . Therefore, we choose the contour

of integration along the Im(λ) axis of the complex λ-plane at the saddle point λ∗(s).

The function h(s) = Is(λ∗(s)) at the saddle point reads

h(s) = 1 +
δ

2
+

s[α− 8(2 + δ)]

2(α− 16)
− 1

4

√
α(α− 16 + 4δ2)

α− 16 + 4s2

(
1 +

4s2

α− 16

)
. (5.34)

In g(λ), both of the denominators have one zero each for a particular choice of β12,

β13 and δ. Corresponding to first denominator, λ = λa is the zero of 2 + δ + 2λδ +

ν(λ), and λa ∈ (λδ
−, λδ

+) when [2 + δ + 2δλδ
−] ≤ 0 (condition-I). On the other hand,

λ = λb is the zero of second denominator having 2 + δ − 2λδ + ν(λ), and λb ∈

(λδ
−, λδ

+) only when [2 + δ− 2δλ+] ≤ 0 (condition-II). Condition-II is simply given

by δ ≥ 2.

The branch point singularities λa,b are

λa =
(α− 16− 4δ(δ + 4))

(α− 16 + 4δ2)
(5.35)

λb = 1. (5.36)

Using condition-I, we plot the phase diagram shown in Fig. 5.2 in (β12, β13) plane for

various values of δ. In the phase diagram, condition-I does not hold to the left side

of contours at respective δ. From the Fig. 5.2, it is clear that there is no singularity

present in the prefactor g(λ) in the weak coupling limit, i.e. δ → 0. Hence, g(λ)

is analytic function of λ in the weak coupling limit. Therefore, we can compute the
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FIGURE 5.2: Phase diagram in (β12, β13) plane is shown for different
values of the coupling parameter δ. Condition-I is not satisfied to the

left side of the contours at respective coupling parameters.

integral given in Eq. (5.27) using saddle-point approximation:

p(s) = P(∆S1,2
tot = sτ/τγ)τ/τγ ≈

τ/τγ g̃(s)e(τ/τγ)h(s)√
2πτ/τγ |I′′s (λ∗(s))|

, (5.37)

where g̃(s) = g(λ∗(s)). In Fig. 5.3(a), we have compared the analytical expression

of the probability density function given in Eq. (5.37) with the numerical simulation

for β12 = 0.5, β13 = 0.5, and δ = 0.2 at time τ/τγ = 100.

5.5. Large deviation function and fluctuation theorem

In the large time limit, the probability density function of the partial entropy pro-

duction p(s) has the following form (ignoring the prefactor to the exponential)

p(s) ≈ e(τ/τγ)h(s), (5.38)

where the function h(s) is called as large deviation function [136], and by definition

h(s) = lim
τ/τγ→∞

τγ

τ
ln p(s). (5.39)

When the fluctuation theorem is satisfied, we see that

lim
τ/τγ→∞

τγ

τ
ln

p(s)
p(−s)

= s, (5.40)
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FIGURE 5.3: (a): Probability density function for the partial entropy
production p(s) is plotted against the scaled partial entropy produc-
tion s = ∆S1,2

tot τγ/τ for β12 = 0.5, β13 = 0.5, and δ = 0.2 at time
τ/τγ = 100.0. (b): The asymmetry function f (s) := h(s)− h(−s) is
plotted against the scaled partial entropy production s = ∆S1,2

tot τγ/τ
for β12 = 0.5, β13 = 0.5, and δ = 0.2 at time τ/τγ = 100. In both
figures, red solid lines are the analytical results [Eqs. (5.37) and (5.42)
in (a) and (b), respectively] whereas blue points are obtained from

numerical simulations.

which reflect a symmetry in the large deviation function as

h(s)− h(−s) = s. (5.41)

In the present case, the symmetry of the large deviation modifies to

h(s)− h(−s) =
s[α− 16− 8δ]

α− 16
. (5.42)

Clearly, in the weak coupling limit, i.e. δ → 0, the fluctuation theorem restores as

given in Eq. (5.41). In Fig. 5.3(b), we plot f (s) = h(s) − h(−s) against the scaled

partial entropy production s = ∆S1,2
tot τ/τγ for β12 = 0.5, β13 = 0.5, and δ = 0.2 at

time τ/τγ = 100.

5.6. Summary

We have considered a single Brownian particle in contact with three heat baths of

temperatures (dissipation constants) T1 (γ1), T2 (γ2), and δT3 (δγ3), where δ is the

dimensionless coupling parameter. We have computed the total entropy production

of a single Brownian due two heat baths (T1, γ1) and (T2, γ2), i.e. partial entropy pro-

duction. In the limit δ → 0, we have found that this partial entropy production in
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the steady state satisfies the fluctuation theorem. The results shown in this chapter

are contrary to what we have seen in Chapters 2 and 3 [54]. This is because in those

chapters we have considered the system where slow DOFs are coupled, and com-

puted the total entropy production for the part of the system. But, in this chapter,

we considered the coupling of the slow DOF with the fast DOFs. Therefore, one can

conclude that once the fast DOFs are weakly coupled to the slow DOFs, the total en-

tropy production of the slow DOFs will obey the fluctuation theorem in the steady

state.
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Chapter 6

Stochastic efficiency of an

isothermal work-to-work converter

engine

In previous chapters, we computed the probability density function for the partial

and apparent entropy production in the steady state. In this chapter, we investi-

gate the efficiency of an isothermal work-to-work converter engine, composed of a

Brownian particle in the heat bath at a constant temperature. This system is main-

tained out of equilibrium using two time dependent, uncorrelated stochastic Gaus-

sian forces. These forces are called load and drive force. The function of drive force is

to drive the Brownian particle against the load force. The work done by these forces

are stochastic quantities. The efficiency of this engine which is the ratio of work

done against the load force and the work done by the drive force, is also a stochas-

tic quantity. We analytically obtained the probability density function as well as

the large deviation function of stochastic efficiency, and compared with numerical

simulations.

6.1. Introduction

Heat engine [15, 147] is a machine that operates between two temperatures in a

cyclic process. It converts a part of the heat QH taken from the hot reservoir at a

temperature TH to useful work W, and the remaining part of the heat QC is dumped

into the cold reservoir at a temperature TC < TH. At the end of the cyclic process,
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the engine returns to its initial state. The efficiency of an engine is given by the

ratio of work done by it and the heat consumed from the hot reservoir: η = W/QH.

When such engines work in the quasi-static limit as well as in a reversible fashion,

its efficiency is given by the Carnot efficiency ηC = 1− TC/TH. The efficiency of any

engine is bounded above by the Carnot efficiency: η ≤ ηC. This bound is universal,

and does not depend upon the nature of the composition of the engine. In the quasi-

static regime, the power delivered by the engine is identically zero: W/t → 0 in

the limit t → ∞. Therefore, the Carnot engine is not useful for doing work in a

reasonable time in practice.

Modern technology helps in engineering machines on a microscopic scale. These

small nanosized devices can be seen in many areas of biological science [1, 130, 81,

43, 72, 12]. The fluctuations present in the surrounding environment can disturb

the deterministic nature of such small-scale devices. Nevertheless, the state of the

system can be described in the probabilistic manner, whose evolution is governed by

the master equation or Fokker-Planck equation [70]. Interestingly, nowadays various

properties of these small systems can be understood by realizing them in controlled

experiments [9, 87, 73, 114, 137, 21, 23, 48, 20].

When such small-scale machines are driven by external forces, like temperature

or concentration gradient, shear flow, time-dependent external field, etc., observ-

ables such as work done, heat flow, power injection, entropy production, etc., be-

come stochastic quantities [110, 109, 94, 93, 140, 144, 143, 76, 36, 52, 150, 151, 149].

The probability distributions of these quantities have richer information than their

ensemble average values.

Over the past two decades, a lot of research has been devoted to refining the

thermodynamic principle in the mesoscopic scale. While the first law of thermo-

dynamics is also valid at the trajectory level, the second law of thermodynamics is

replaced by the symmetry property of the probability distribution of total entropy

production [123, 121, 120]. This symmetry property is referred to as the fluctuation

theorem (FT) [32, 34, 118, 117, 39, 77, 82, 25, 24, 26], which accounts for the measure

of the likelihood of trajectories violating the second law of thermodynamics.

For a small-scale heat engine connected to two heat reservoirs, the efficiency be-

comes a fluctuating quantity, whose value changes from one measurement to the
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other. Hence, it is described by a probability distribution P(η, t). In particular, one

is interested in its large deviation form [136] P(η, t) ∼ etJ(η), where J(η) is the large

deviation function defined as J(η) = limt→∞
1
t ln P(η). It captures the large time

statistics of the efficiency of the stochastic engine. In a recent study, Verley et al.

[142] computed the large deviation function J(η) using FT for microscopic heat en-

gine using two set of examples: work-to-work converter engine and a photoelectric

device. They have shown that the Carnot efficiency is least likely in the long time

limit, which is a remarkable result. Moreover, the large deviation function has two

extrema: a maximum corresponds to the most probable efficiency, and the minimum

occurs at Carnot efficiency. In a similar context, Verley et al. [141], found an efficient

way to compute the large deviation function of stochastic efficiency using the cumu-

lant generating function of entropy productions for a small engine with finite state

space. This method was verified by considering an example of a stochastic engine

made up of a system of two states where each of these states is coupled to a heat

reservoir at a distinct temperature. To drive this system in the nonequilibrium state,

a time-dependent periodic field is applied. They have computed the large deviation

function for stochastic efficiency which supported the prediction given in Ref. [142].

Gingrich et al. [46] computed the finite time probability density function for stochas-

tic efficiency of a two-level heat engine using time-asymmetric driving in a cyclic

process. Polettini et al. [99] derived the probability density function for stochastic

efficiency where thermodynamic fluxes are distributed by a multivariate Gaussian

distribution. Using FT for entropy production, it is shown that the probability of

efficiency larger than the Carnot one, called super-Carnot efficiency, is favored by tra-

jectories violating the second law of thermodynamics. Moreover, the distribution

function has two maxima and one minimum: one maximum corresponds to the most

probable efficiency, while the other is at efficiency larger than the Carnot efficiency.

The location of the minimum is at the Carnot efficiency. It is observed that the other

maximum does not appear in the large deviation function because in the long time

limit that maximum occurs at infinity. Proesmans et al. [100] considered an effusion

process using two compartments at different temperatures and chemical potentials,

where particles flow from a compartment at a higher temperature and low chemical

potential to the compartment at a low temperature and high chemical potential. In
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the finite and long time limit, the distribution for the stochastic efficiency is com-

puted for this effusion engine. Some of these models are briefly discussed in Ref.

[101]. In the case of isothermal energy transformation [103], authors considered a

Brownian particle in a harmonic potential driven by a duo of time-periodic forces.

This setup is used as an engine which converted the Gaussian stochastic input work

to Gaussian stochastic output work. They have reproduced the latest discovered

connection between different operational regimes (maximum power, maximum ef-

ficiency, minimum dissipation) [5, 127, 102]. Moreover, the probability density func-

tion for stochastic efficiency is also computed, and all of these results were verified

experimentally by them. Park et al. [96] modeled an engine which is driven by time-

independent (time-symmetric) driving. In contrast to Refs. [142, 141], the phase

space is found to be continuous with infinite microstates, and it has been shown that

the large deviation function does not follow the universal nature as mentioned in

Refs. [142, 141].

In this chapter, we mainly focus on an isothermal energy converter where a sys-

tem consists of a Brownian particle coupled to a heat bath at a constant temperature.

In the absence of external forces, total entropy production is identically zero as the

system, described by the velocity variable, enjoys equilibrium. The given system is

maintained in the nonequilibrium steady state using two time-dependent stochastic

Gaussian external forces. This system functions as an engine which converts one

form of the work (input work) into another form (output work). Note that this engine

is different from the usual heat engines where the working substance undergoes the

cyclic transformation between two temperatures. Such an isothermal engine can

be seen in biological systems, for example, adenosine triphosphate functions as an

energy converter in the cell [1, 130]. The work done by these forces is stochastic ran-

dom variables. The efficiency of this isothermal engine is defined by the ratio of the

work done against the load force and the work done by the drive force, which is also

a stochastic quantity. We compute the distribution of stochastic efficiency from the

joint distribution of work done against the load force (output work) and work done

by the drive force (input work). There are three important features of this chapter:

(1) In contrast to previous studies, we have applied stochastic forces to drive the

system out of equilibrium, (2) FT for the joint probability distribution of input and
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output work does not remain valid for all strength of stochastic forces, and (3) the

phase space is continuous with infinite microstates. While the first two features were

not introduced in this context earlier as reported in Refs. [103, 96], the third feature

is similar to as mentioned in Ref. [96].

The remainder of the chapter is organized as follows. In Sec. 6.2, we give a

model system of an engine which converts the input work to the output work. Sec-

tion 6.3 contains the calculation of the joint characteristic function of the input and

output work, Z(λ1, λ2) ∼ g(λ1, λ2)e(t/tγ)µ(λ1,λ2) at large t. In Sec. 6.4, we discuss the

method to invert the characteristic function Z(λ1, λ2) to get the probability density

function Pt(W1, W2). In Sec. 6.4.1, we analyze the singularity present in g(λ1, λ2).

In Sec. 6.4.2, we write the asymptotic expression for the joint probability density

Pt(W1, W2) using a saddle point approximation in the absence of a singularity in

the prefector g(λ1, λ2), and in Sec. 6.4.3, we discuss the joint probability density

function Pt(W1, W2) in the presence of a singularity in g(λ1, λ2). FT for Pt(W1, W2)

is discussed in Sec. 6.4.4. In Sec. 6.5.1, we give the expression for the probability

density function for stochastic efficiency P(η, t) when g(λ1, λ2) does not have singu-

larities, and the result for this case is shown in Sec. 6.5.2. In the case, when g(λ1, λ2)

has singularities, we discuss the methodology to get the asymptotic expression for

P(η, t) in Sec. 6.5.3, and results in this case are shown in Secs. 6.5.5 and 6.5.6. We

summarized the chapter in Sec. 6.6.

6.2. Model

Consider a Brownian particle of mass m diffusing in the heat bath at a temperature T.

In the absence of external forces, velocity distribution of Brownian particle reaches a

steady state as given by Gibbs’s equilibrium distribution. For this particle to behave

as an engine, we apply two different time dependent forces. One of the force is called

load force and the other one is called drive force. The function of the drive force is

to drive the particle against the load force. For simplicity, we have chosen external

forces as Gaussian white noise, and both of them are uncorrelated with each other.
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Therefore, the equation of motion of the Brownian particle is given by

mv̇ = −γv + ξ(t) + f1(t) + f2(t) (6.1)

where v is the velocity of the Brownian particle, γ is the dissipation constant, and

ξ(t) is the Gaussian white noise from the bath, with mean zero and variance 〈ξ(t)ξ(t′)〉 =

2Tγδ(t− t′), according to the fluctuation-dissipation theorem. We set Boltzmann’s

constant to unity throughout the calculation. The load force f1(t) and the drive

force f2(t) are external stochastic Gaussian forces with mean zero and variances

〈 fi(t) f j(t′)〉 = δi,j f̄ 2
i δ(t− t′). They are uncorrelated with the thermal noise 〈 fi(t)ξ(t′)〉 =

0 for all t, t′. It turns out that only the relative strengths amongst the external forces

and the thermal noise are important, not their absolute values. Therefore, we set

f̄ 2
1 = 2Tγθ and f̄ 2

2 = 2Tγθα2, where θ and α are positive parameters.

Multiplying both sides of Eq. (6.1) by v, and integrating with respect to time from

0 to t, yields the conservation of energy relation (first law of thermodynamics)

∆E = Q + W1 + W2, (6.2)

where

∆E =
m
2T

[v2(t)− v2(0)] (6.3)

Q =
1
T

∫ t

0
dt′ [ξ(t′)− γv(t′)]v(t′) (6.4)

W1 =
1
T

∫ t

0
dt′ f1(t′)v(t′) (6.5)

W2 =
1
T

∫ t

0
dt′ f2(t′)v(t′). (6.6)

Here, we measure change in the internal energy ∆E, heat absorbed from the sur-

rounding bath Q, work done by load and drive forces W1 and W2 respectively, in the

scale of temperature of the heat bath. The integrals given in Eqs. (6.4)–(6.6) follow

Stratonovich rule on integration [124].

It is clear from Eq. (6.1) that the velocity v depends linearly on both thermal noise

ξ(t) and external Gaussian forces f1(t) and f2(t). Therefore, the distribution of v(t)

is Gaussian, where the mean and the variance can be easily computed from Eq. (6.1).
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In the limit t→ ∞, the mean velocity becomes zero, and the variance is given by

[
〈v2(t)〉 − 〈v(t)〉2

]
t→∞ =

T(1 + θ + θα2)

m
. (6.7)

On the other hand, W1 and W2 given in Eqs. (6.5) and (6.6), respectively, depend on

thermal noise ξ(t) and external Gaussian forces f1(t) and f2(t) quadratically. Thus,

the joint distribution Pt(W1, W2) is not expected to be Gaussian.

The quantity of interest is the the efficiency of a stochastic engine η which con-

verts the input work W2 to the output work −W1,

η = −W1

W2
. (6.8)

The distribution of this stochastic efficiency P(η, t) is computed from the joint dis-

tribution of input and output work Pt(W1, W2) by integrating over W1 while using

Dirac delta function δ(η + W1/W2). Therefore,

P(η, t) =
∫ ∞

−∞
dW2 |W2| Pt(−ηW2, W2), (6.9)

where |W2| is the Jacobian.

Note that, when the joint distribution Pt(W1, W2) is Gaussian (that is not the case

here), i.e.,

Pt(W1 = w1t, W2 = w2t) =
1

t
√
(2π)2 det C

e−
t
2 w̄TC−1w̄, (6.10)

using Eq. (6.9), the distribution of the stochastic efficiency P(η, t) can be easily shown

to be

P(η, t) =
ej(η)t[2e−

t
2 a(η)b(η)2

+ b(η)
√

2πt a(η) erf
(
b(η)

√
a(η) t/2

)
]√

(2π)2 det C a(η)
, (6.11)

where w̄T = (w1 − µ1, w2 − µ2), Cij = (〈WiWj〉 − 〈Wi〉〈Wj〉)/t, µi = 〈Wi〉/t, and

j(η) = −1
2

(ηµ2 + µ1)
2

C22η2 + 2C12η + C11
, (6.12)

a(η) =
(ηC22 + C12)

2 + det C
C22 det C

, (6.13)

b(η) =
(C11 + C12η)µ2 − (C12 + C22η)µ1

C22η2 + 2C12η + C11
. (6.14)
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In the Eq. (6.11), erf(u) is the error function given by

erf(u) =
2√
π

∫ u

0
e−x2

dx. (6.15)

6.2.1. Example

Consider a Brownian particle in the heat bath at a constant temperature T. Suppose

the Brownian particle is diffusing in a plane with initial condition ~x(0) = (0, 0).

Let two constant forces ~F1 and ~F2 applied on particle are the load and drive force, re-

spectively. The evolution of the Brownian particle is given by overdamped Langevin

equation [142],

γ~̇x = ~ξ(t) + ~F1 + ~F2, (6.16)

ξk(t) is the thermal noise in the k-direction, having mean zero and correlation 〈ξk(t)ξ l(t′)〉 =

2Tγδklδ(t− t′). Work done by ith forces is given by

Wi =
∫ t

0
dt′ ~Fi · ~̇x(t′) = ~Fi ·~x(t), (6.17)

where i = 1, 2. Note that in this example, we are not measuring the work done Wi

with respect to the temperature T of the heat bath.

Stochastic efficiency η is given by Eq. (6.8). Since the distribution of ~x(t) is Gaus-

sian, the distribution of each Wi is also Gaussian. In this case, both W1 and W2 are

correlated with each other and their mean is non zero. The mean and correlation of

W1 and W2 are given as

〈Wi〉 = ~Fi · ~F t/γ,

〈WiWj〉 − 〈Wi〉〈Wj〉 = 2Tt ~Fi · ~Fj/γ. (6.18)

where {i, j} = 1, 2, and ~F = ~F1 + ~F2 is the total force acting on the Brownian particle.

Scaled mean µi and correlations Cij are given above. Using mean and correlations

of W1 and W2, we can write the probability distribution function for stochastic ef-

ficiency P(η, t) [see Eq. (6.11)]. In Fig. 6.1, we plot the probability density function

(left panel) and large deviation function (right panel) for the stochastic efficiency η.

In Fig. 6.1(left panel), the blue points are obtained from numerical simulation while
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FIGURE 6.1: The distribution and large deviation function for the
stochastic efficiency is plotted against η for γ = 1, T = 1, ~F1 = (1, 0),
and ~F2 = (0, 1). Left panel: Blue dots represents the numerical simu-
lation while the red solid line is for analytical expression of probabil-
ity density function given in Eq. (6.11) for t = 10.0. Right panel: Black

solid line shows the large deviation function given in Eq. (6.12).

the red solid line is the exact distribution given in Eq. (6.11). The large deviation

function (black solid line) given in Eq. (6.12) is plotted in Fig. 6.1 (right panel).

In the present case, our aim is to understand the statistics of the efficiency fluc-

tuation when Pt(W1, W2) is non-Gaussian.

6.3. Fokker-Planck equation

To compute Pt(W1, W2), it is convenient to first compute the characteristic func-

tion Z(λ1, λ2) = 〈exp(−λ1W1 − λ2W2)〉. The conditional characteristic function

Z(λ1, λ2, v, t|v0) for fixed initial and final conditions, v(0) = v0 and v(t) = v, satis-

fies
∂Z(λ1, λ2, v, t|v0)

∂t
= Lλ1,λ2 Z(λ1, λ2, v, t|v0), (6.19)

where the differential operator Lλ1,λ2 is given by

Lλ1,λ2 =

[
Tγ(1 + θ + θα2)

m2
∂2

∂v2 +
γ[1 + 2θ(λ1 + α2λ2)]

m
v

∂

∂v
+

γ[1 + θ(λ1 + α2λ2)]

m

+
λ2

1 + α2λ2
2

T
γθv2

]
.

(6.20)

The differential equation given in Eq. (6.19) is subject to initial condition Z(λ1, λ2, v, 0|v0) =

δ(v− v0). Note that, putting λ1 = λ2 = 0 in Z(λ1, λ2, v, t|v0), gives the distribution
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of velocity v at time t for given initial velocity v0, P(v, t|v0) = Z(0, 0, v, t|v0). Con-

sequently, the steady-state velocity distribution is given by Pss(v) = Z(0, 0, v, t →

∞|v0), independent of v0.

The characteristic function Z(λ1, λ2) is obtained from Z(λ1, λ2, v, t|v0) by averag-

ing over the initial velocity with respect to the steady-state distribution Pss(v0) and

integrating over the final velocity v:

Z(λ1, λ2) =
∫ +∞

−∞
dv

∫ +∞

−∞
dv0 Pss(v0) Z(λ1, λ2, v, t|v0). (6.21)

To solve differential equation given in Eq. (6.19), we write

Z(λ1, λ2, v, t|v0) = e−
1

2T [U(v)−U(v0)] ψλ1,λ2(v, t|v0). (6.22)

It follows that, for the particular choice

U(v) =
m[1 + 2θ(λ1 + α2λ2)]

2(1 + θ + θα2)
v2, (6.23)

Ψλ1,λ2(v, t|v0) satisfies the Schrödinger equation in the imaginary time −ih̄t (and

identifying [Tγ(1 + θ + θα2)/m2] with [h̄2/(2mq)] in the quantum problem),

∂ψλ1,λ2(v, t|v0)

∂t
=

[
Tγ(1 + θ + θα2)

m2
∂2

∂v2 −V(v)
]

ψλ1,λ2(v, t|v0),

(6.24)

for a quantum harmonic oscillator (QHO), where

V(v) =
1
2

mqw2
qv2 − γ

2m
, (6.25)

with the identification

mqw2
q =

γ

T

[
[1 + 2θ(λ1 + α2λ2)]2

2(1 + θ + θα2)
− 2θ(λ2

1 + α2λ2
2)

]
. (6.26)

Thus, ψλ1,λ2(v, t|v0) = 〈v|e−Ĥt|v0〉 is recognized as the propagator of the QHO,

which is known exactly. For our purpose, it is convenient to expand ψλ1,λ2(v, t|v0) in
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the eigenbasis {ψn(v)} of Ĥ as

ψλ1,λ2(v, t|v0) =
∞

∑
n=0

e−tEn(λ1,λ2)ψn(v)ψ∗n(v0), (6.27)

where the eigenvalues are given by

En =

(
n +

1
2

)
h̄wq −

γ

2m
, n = 0, 1, 2, . . . . (6.28)

From the above identification between the quantum and the stochastic problem, we

have

h̄wq = (γ/m)ν(λ1, λ2) (6.29)

with

ν(λ1, λ2) =
[
1 + 4θ{λ1(1− λ1) + α2λ2(1− λ2)− α2θ(λ1 − λ2)

2}
]1/2. (6.30)

In the long time limit, Eq. (6.27) is dominated by the n = 0 (ground state) term.

Thus, for large t, Eq. (6.22) becomes

Z(λ1, λ2, v, t|v0) = e(t/tγ) µ(λ1,λ2)Ψ(v, λ1, λ2)χ(v0, λ1, λ2) + · · · , (6.31)

where tγ = m/γ is the viscous relaxation time, and

µ(λ1, λ2) =
1
2
[1− ν(λ1, λ2)], (6.32)

Ψ(v, λ1, λ2) = A0 e−
β
2 U(v)ψ0(v), (6.33)

χ(v0, λ1, λ2) = A−1
0 e

β
2 U(v0)ψ∗0(v0), (6.34)

where A0 is an arbitrary function of λ1 and λ2. Note that χ(v0, λ1, λ2) and Ψ(v, λ1, λ2),

respectively are also the left and right eigenfunctions of the differential operator

Lλ1,λ2 corresponding to the largest eigenvalue µ(λ1, λ2). Using the ground state
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eigenfunction of the QHO, with a particular choice of A0, it can easily be found that

Ψ(v, λ1, λ2) =

√
mγ ν(λ1, λ2)

2π Θ
exp

(
− mγv2

4Θ
[ν(λ1, λ2) + 1 + 2θ(λ1 + α2λ2)]

)
,

(6.35)

χ(v0, λ1, λ2) = exp
(
− mγ

4Θ
[ν(λ1, λ2)− 1− 2θ(λ1 + α2λ2)]v2

0

)
, (6.36)

with Θ = Tγ(1 + θ + θα2). The left and right eigenfunctions satisfy the normaliza-

tion condition ∫ +∞

−∞
χ(v, λ1, λ2)Ψ(v, λ1, λ2) dv = 1. (6.37)

From the above expressions, we find that µ(0, 0) = 0 and χ(v0, 0, 0) = 1. Therefore,

the steady state distribution Pss(v) = Z(0, 0, v, t→ ∞|v0) of the velocity is given by

Pss(v) = Ψ(v, 0, 0) =
√

mγ

2πΘ
exp

[
− mγv2

2Θ

]
. (6.38)

The characteristic function Z(λ1, λ2) is obtained after carrying out integrals given in

Eq. (6.21),

Z(λ1, λ2) = g(λ1, λ2) exp[(t/tγ)µ(λ1, λ2)] + · · · . (6.39)

Here, the prefactor

g(λ1, λ2) =
2
√

ν(λ1, λ2)√
f+(λ1, λ2)

√
f−(λ1, λ2)

, (6.40)

in which f±(λ1, λ2) = 1± 2θ(λ1 + α2λ2) + ν(λ1, λ2). The first factor in the denom-

inator of g(λ1, λ2) is due to the integration over the final velocity v, and the second

factor in the denominator of g(λ1, λ2) comes from averaging over the initial velocity

v0 with respect to steady-state distribution Pss(v0).

Note from Eqs. (6.32) and (6.40) that largest eigenvalue µ(λ1, λ2) satisfies the

Gallavotti-Cohen symmetry whereas the prefactor g(λ1, λ2) does not, i.e., µ(λ1, λ2) =

µ(1− λ1, 1− λ2) and g(λ1, λ2) 6= g(1− λ1, 1− λ2).



6.4. Joint Probability density function Pt(W1, W2) 157

6.4. Joint Probability density function Pt(W1, W2)

The joint distribution of input and output work Pt(W1, W2) can be obtained by in-

verting the characteristic function Z(λ1, λ2) given in Eq. (6.39):

Pt(W1, W2) =
∫ i∞

−i∞

dλ1

2πi

∫ i∞

−i∞

dλ2

2πi
Z(λ1, λ2) eλ1W1+λ2W2 . (6.41)

Thus, for large t,

Pt(W1, W2) =
∫ i∞

−i∞

dλ1

2πi

∫ i∞

−i∞

dλ2

2πi
g(λ1, λ2) e(t/tγ) Iw1,w2 (λ1,λ2) + · · · , (6.42)

where w1 = W1tγ/t and w2 = W2tγ/t are scaled variables. Here, the contours of

integration are taken along Im(λ1) and Im(λ2) axes passing through the origin of

the complex (λ1, λ2) plane. The function Iw1,w2(λ1, λ2) is given as

Iw1,w2(λ1, λ2) = µ(λ1, λ2) + λ1w1 + λ2w2. (6.43)

It can be seen ν(λ1, λ2) is a real and positive quantity when (λ1, λ2) ∈ R1 where R1

is the region shown in Fig. 6.2, bounded by (λ1(φ), λ2(φ)) in which

λ1(φ) =
1
2

[
1 +

√
α2θ

1 + α2θ
sin φ +

√
1 + θ + θα2

θ(1 + α2θ)
cos φ

]
, (6.44)

λ2(φ) =
1
2

[
1 +

√
1 + α2θ

α2θ
sin φ

]
, with φ ∈ [−π, π].

(6.45)

Here, (λ1(φ), λ2(φ)) is the parametric representation of equation of ellipse [see

Eq. (6.30)]

1 + 4θ[λ1(1− λ1) + α2λ2(1− λ2)− α2θ(λ1 − λ2)
2] = 0. (6.46)
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The maximum and minimum values of λ1(φ) and λ2(φ) (see black dashed lines in

Fig. 6.2) are

λ±10 =
1
2

[
1±

√
1 +

1
θ

]
, (6.47)

λ±20 =
1
2

[
1±

√
1 +

1
α2θ

]
, (6.48)

where + and − signs correspond to maximum and minimum value, respectively.

Consequently, Iw1,w2(λ1, λ2) is also a real quantity when (λ1, λ2) ∈ R1.

The long-time result of the integral given in Eq. (6.42) can be approximated using

the saddle-point method [136]. The saddle point (λ∗1 , λ∗2) can be obtained by solving

the following equations simultaneously:

∂Iw1,w2(λ1, λ2)

∂λ1

∣∣∣∣
λ1,2=λ∗1,2

= 0, (6.49)

∂Iw1,w2(λ1, λ2)

∂λ2

∣∣∣∣
λ1,2=λ∗1,2

= 0. (6.50)

This gives

λ∗1(w1, w2) =
1
2

[
1− α[w1 + (w1 + w2)θ]

Λ

]
, (6.51)

λ∗2(w1, w2) =
−w2 − (w1 + w2)α2θ + αΛ

2αΛ
, (6.52)

where

Λ =
√

θ[w2
1α2 + w2

2 + (w1 + w2)2α2θ + α2θ(1 + θ + θα2)]. Clearly, one can see that

(λ∗1 , λ∗2) ∈ R1. Moreover, at the saddle point, the function I(w1, w2) := Iw1,w2(λ
∗
1 , λ∗2)

reads as

I(w1, w2) =
1
2

[
1 + w1 + w2 −

Λ
αθ

]
. (6.53)

Now, to solve the integral given in Eq. (6.42), we have to analyze whether g(λ1, λ2)

is analytic when (λ1, λ2) ∈ R1. If there is no singularity present in g(λ1, λ2) between

the origin of the (λ1, λ2) plane and saddle point (λ∗1 , λ∗2), one can deform the contours

of integration through the saddle point (λ∗1 , λ∗2) and carry out saddle-point integra-

tion to approximate the integral given in Eq. (6.42) [94, 93, 136]. However, if g(λ1, λ2)

contains a singularity between the saddle point and the origin of (λ1, λ2) plane, then
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FIGURE 6.2: Two scenarios are shown here. (a) g(λ1, λ2) is analytic
for all (λ1, λ2) ∈ R1. (b) The light red region R2 represents the area
where g(λ1, λ2) is imaginary, whereas it is real in R1 − R2. The
red contour (thick dashed) is the singularity line and corresponds
to Eq. (6.54). End points (λ±1,2) are given in the Eq. (6.72). In both
cases, the black solid contour represents the region R1 bounded by
(λ1(φ), λ2(φ)), φ ∈ [−π, π]. Black dashed lines show the maximum
and minimum values of λ1(φ) and λ2(φ) as given by Eqs. (6.47) and

(6.48).

the saddle-point approximation will not be valid. In the following subsections, we

consider both cases.

6.4.1. Analytic behavior of the correction term g(λ1, λ2)

In g(λ1, λ2), f+(λ1, λ2) > 0 for all θ ∈ (0, ∞) and α ∈ (0, ∞) whereas the function

f−(λ1, λ2) can attain any sign depending on the values of θ and α. It turns out that

there can be two scenarios, which are shown in Fig. 6.2. In both scenarios, R1 is

the region bounded by contour (λ1(φ), λ2(φ)) where φ ∈ [−π, π] (see black solid

contour in Fig. 6.2). In Fig. 6.2(a), f−(λ1, λ2) > 0 for all (λ1, λ2) ∈ R1, and hence

g(λ1, λ2) does not have any singularity in the whole region R1. On the other hand,

in Fig. 6.2(b), f−(λ1, λ2) ≤ 0 in the region (λ1, λ2) ∈ R2 and positive in (λ1, λ2) ∈

R1 −R2. Hence g(λ1, λ2) has singularities given by the curve

f−(λ1, λ2) = 0. (6.54)
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FIGURE 6.3: Contour (red solid line) separates two regions depend-
ing upon if g(λ1, λ2) has singularities or not.

The singularity contour given by above eqaution can be written in parametric rep-

resentation as

λ1(Φ) =
1

1 + θ + θα2

(
1 +

√
1 + α2 cos Φ

)
(6.55)

λ2(Φ) =
1

1 + θ + θα2

(
1 +

√
1 + α2

α
sin Φ

)
(6.56)

where Φ ∈ (Φ−, Φ+).

When singularity contour given by Eq. (6.54), intersects the boundary of domain

R1, we get,

f−(λ1(φ±), λ2(φ±)) = 0, (6.57)

cos φ± + A sin φ± − B = 0, (6.58)

where

A = α
√

1 + θ + θα2, (6.59)

B =
√
(1 + α2θ)/[θ(1 + θ + θα2)](1− θ − θα2). (6.60)
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In the Eq. (6.58), we have used ν
(
λ1(φ±), λ2(φ±)

)
= 0.

Consider sin φ± = y, therefore Eq. (6.58) becomes

±
√

1− y2 = −Ay + B. (6.61)

Solution of Eq. (6.61) is given by

y± =
AB±

√
1 + A2 − B2

A2 + 1
. (6.62)

Since y± is a real number, therefore, 1 + A2 − B2 = −1 + 3(1 + α2)θ ≥ 0. Thus,

− 1 + 3(1 + α2)θ ≥ 0 (6.63)

gives us the restriction on α and θ for which the singularity contours appears in the

scenario as shown in Fig. 6.2(b). Using above inequality, we have plotted the phase

diagram shown in Fig. 6.3. y± is the solution of equation +
√

1− y2 = −Ay + B
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when

(1) B ≥ +A
√

1 + A2 − B2 for y+ (6.64)

(2) B ≥ −A
√

1 + A2 − B2 for y− (6.65)

Similarly, y± is the solution of equation −
√

1− y2 = −Ay + B when

(3) B ≤ +A
√

1 + A2 − B2 for y+ (6.66)

(4) B ≤ −A
√

1 + A2 − B2 for y− (6.67)

Therefore, using y± and conditions (1) − (4), one can find the end points of the

contour λ1,2(φ±).

In the following, we give the range for Φ to draw the singularity contour as given

by the parametric form in Eqs. (6.55) and (6.56) in (λ1, λ2) plane.

Comparing λ1,2(Φ±) = λ1,2(φ±), we get

sin Φ± = C±1 and cos Φ± = C±2 , (6.68)

where

C±1 =
α√

1 + α2
[(1 + θ + θα2)λ2(φ±)− 1], (6.69)

C±2 =
1√

1 + α2
[(1 + θ + θα2)λ1(φ±)− 1], (6.70)

with (C±1 )2 + (C±2 )2 = 1. Using Eq. (6.68), one can find the restriction on Φ which is

given as follows

Φ± = −i ln[C±2 + iC±1 ]. (6.71)

Sign of C±1,2 can be anything. Based on the sign, it is decided that in which quadrant

Φ± are. Depending upon the sign, we modified the phase diagram Fig. 6.3 as shown

in Fig. 6.4.

Given Φ±, one can use Eq. (6.56) to plot the singularity contour in (λ1, λ2) plane.

It is important to note that the sense or direction is always taken from Φ− to Φ+

(anti-clockwise). Therefore, the end point of the singularity contour are given by
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[see Eq. (6.63)]

λ±1,2 = λ1,2(Φ±). (6.72)

We see two regions in the phase diagram in (α, θ) plane shown in Fig. 6.3, which

distinguish these two scenarios, and the equation of contour which separates these

two regions is given by

(1 + α2)θ = 1/3. (6.73)

6.4.2. Case 1: Singularity contour is absent

When there is no singularity contour present in the domain R1 [see Fig. 6.2(a)], we

can approximate the integral given in Eq. (6.42) by the saddle-point method. There-

fore, we get

Pt(W1, W2) ≈
g̃(w1, w2) e(t/tγ) I(w1,w2)

2π t/tγ

√
|H̃(w1, w2)|

, (6.74)

where g̃(w1, w2) := g(λ∗1 , λ∗2), and H̃(w1, w2) := H(λ∗1 , λ∗2) is the determinant of the

Hessian matrix,

H(λ∗1 , λ∗2) =

[
∂2 Iw1,w2(λ1, λ2)

∂λ2
1

∂2 Iw1,w2(λ1, λ2)

∂λ2
2

−
(

∂2 Iw1,w2(λ1, λ2)

∂λ1∂λ2

)2]∣∣∣∣
λ1,2=λ∗1,2

=
4Λ4

α2θ2(1 + θ + θα2)2 . (6.75)

The function I(w1, w2) is given by Eq. (7.45). Here, H̃(w1, w2) > 0 for all θ, α, w1, and

w2 which implies that along axes Re(λ1) and Re(λ2), function Iw1,w2(λ1, λ2) given in

Eq. (6.43), is minimum at the saddle point (λ∗1 , λ∗2) . Therefore, contours of integra-

tion are taken along the direction perpendicular to both Re(λ1) and Re(λ2) axes of

the complex (λ1, λ2) plane at the saddle point (λ∗1 , λ∗2)[94, 93].

6.4.3. Case 2: Singularity contour is present

When a singularity contour is present in the region (λ1, λ2) ∈ R1 [see red contour

(thick dashed) in Fig. 6.2(b)], we have to compute the integral given in Eq. (6.42)

carefully. In such a case, there will be two types of contributions, namely, saddle and

branch point contributions. When the saddle point (λ∗1 , λ∗2) does not cross the branch

point contour given by Eq. (6.54) [see red contour (thick dashed) in Fig. 6.2(b)] i.e.,
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the saddle point does not enter the light red region R2 of Fig. 6.2(b), the contribu-

tion is the same as given in Eq. (6.74). As the saddle point crosses the branch point

contour given by Eq. (6.54), then, the integral can not approximated with the usual

saddle-point solution, and one has to evaluate Eq. (6.42) carefully by taking into

account of the singularities [94, 93, 83, 91].

Since the equation of the singularity contour is given by Eq. (6.54), in the (w1, w2)

plane, the contour separating these two regions (saddle and branch points) becomes

h(w1, w2) := f−(λ∗1 , λ∗2) = 0. The joint probability distribution of W1 and W2 is given

as

Pt(W1, W2) =


PS(W1, W2, t) h(w1, w2)� 0,

PB(W1, W2, t) h(w1, w2)� 0,
(6.76)

where PS(W1, W2, t) and PB(W1, W2, t) are saddle and branch point contributions,

respectively. Signs� and� show that both saddle and branch point contributions

are valid away from the singularity contour [see the red contour (thick dashed) in

Fig. 6.2(b)] [94, 93].

6.4.4. Large deviation function and FT for joint distribution Pt(W1, W2)

The large deviation function is defined as

I(w1, w2) = lim
t/tγ → ∞

tγ

t
ln Pt(W1, W2), (6.77)

and the large deviation form of joint distribution is usually written as

Pt(W1, W2) ∼ e(t/tγ)I(w1,w2). (6.78)

For the distribution satisfying FT, it is seen that

lim
t/tγ → ∞

tγ

t
ln
[

P(W1 = +w1t/tγ, W2 = +w2t/tγ)

P(W1 = −w1t/tγ, W2 = −w2t/tγ)

]
= w1 + w2. (6.79)

When the above relation holds, the large deviation function satisfies a symmetry

property given as

I(w1, w2)− I(−w1,−w2) = w1 + w2 for all (w1, w2). (6.80)
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The phase diagram given in Fig. 6.3 characterizes regions of analyticity for the

prefactor g(λ1, λ2). If g(λ1, λ2) does not have any singularity in the region (λ1, λ2) ∈

R1, the dominant contribution to the joint distribution Pt(W1, W2) comes from the

saddle-point approximation as given by Eq. (6.74). However, when the saddle point

(λ∗1 , λ∗2) crosses the branch point contour shown in Fig. 6.2(b) [see light red region

R2 of Fig. 6.2(b)], the contribution to Pt(W1, W2) comes from both saddle and branch

points as given by Eq. (6.76). Thus, for the region where g(λ1, λ2) does not have any

singularity (see Fig. 6.3), the large deviation function I(w1, w2) is given by Eq. (7.45)

and satisfies the relation given in Eq. (6.80), and hence, the fluctuation theorem is sat-

isfied. On the other hand, when g(λ1, λ2) has singularities, the fluctuation theorem

would not be satisfied for large (w1, w2).

6.5. Probability density function of Stochastic efficiency P(η, t)

After computing the asymptotic form of Pt(W1, W2), we have to carry out one more

integral given in Eq. (6.9) to get the probability density function of stochastic effi-

ciency. There are two cases, which we will discuss in the next subsections.

6.5.1. Case 1: g(λ1, λ2) does not have singularities

When the asymptotic form of Pt(W1, W2) is given by only the saddle-point contribu-

tion [see Eq. (6.74)], then the integral given in Eq. (6.9) can also be computed using

the saddle-point method. In that case, by solving the saddle-point equation

∂I(−ηw2, w2)

∂w2

∣∣∣∣
w2=w∗2

= 0, (6.81)

we find the saddle point w∗2(η) as

w∗2(η) =
(1− η)α2θ

√
1 + θ + θα2√

(1 + η2α2)[1 + η2α2 + α2θ(1− η)2]
. (6.82)

Finally, the probability density function for stochastic efficiency is given by

P(η, t) ≈ tg̃(−ηw∗2 , w∗2)ζ(η, t)

2πtγ

√
|H̃(−ηw∗2 , w∗2)|

exp[(t/tγ) I(−ηw∗2 , w∗2)], (6.83)
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where

ζ(η, t) =
e−KY2

+
√

πKY erf(
√

KY)
K

, (6.84)

with Y = w∗2(η), K = t/(2tγ)
∣∣∂2 I(−ηw2, w2)/∂w2

2

∣∣
w∗2

, and erf(u) is given by Eq. (6.15).

The large deviation function J(η) := I(−ηw∗2 , w∗2) is given by

J(η) =
1
2

[
1−

√
(1 + α2η2)(1 + θ + θα2)

1 + α2[η2 + (1− η)2θ]

]
(6.85)

The large deviation function J(η) for stochastic efficiency has two extrema. The min-

imum occurs at η∗ = 1 while the maximum is at η̄ = −α−2. The efficiency at which

the large deviation function is minimum is called an analog of the Carnot efficiency [99]

as this is essentially the maximum value that the efficiency of a reversible engine can

achieve in macroscopic systems. At the efficiency η̄, J(η̄) = J′(η = η̄) = 0, which

are the properties of a large deviation function.

6.5.2. Numerical simulation

We compare the analytical form given in Eq. (6.83) with the numerical simulation

(see Appendix A). We take parameter θ = 0.1 and α = 0.5 at three different times:

t/tγ = 20, t/tγ = 50, and t/tγ = 100. Figure 6.5 shows a very good agreement with

simulation and theoretical prediction.

6.5.3. Case 2: g(λ1, λ2) has singularities

When g(λ1, λ2) has singularities in the region (λ1, λ2) ∈ R1 [see Fig. 6.2(b)], we

need to be careful while computing the asymptotic form of Pt(W1, W2), as given by

Eq. (6.76).

It turns out that the saddle point w∗2(η) given in Eq. (6.82), from the saddle-point

contribution of Pt(−ηW2, W2) stays either in saddle point region (possibility I) or

in both saddle- and branch-point regions (possibility II) of Pt(−ηw2, w2) depending

upon parameters θ and α as shown in Fig. 6.6. In Fig. 6.6 light blue (S.P. region) and

light red (B.P. region) regions correspond to the saddle- and branch-point contribu-

tions of joint distribution Pt(−ηW2, W2), respectively.
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FIGURE 6.5: Distribution of stochastic efficiency P(η, t) is plotted
against the stochastic efficiency η for θ = 0.1 and α = 0.5 at three dif-
ferent times: t/tγ = 20, 50, 100. Yellow (t/tγ = 20), red (t/tγ = 50),
and cyan (t/tγ = 100) dashed lines are plotted for analytical expres-
sion given in Eq. (6.83) while the blue dots are for the numerical sim-

ulations at the corresponding times t/tγ.
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FIGURE 6.6: Two possibilities are shown. (a) Saddle point w∗2(η) stays
in the saddle-point region of Pt(−ηW2, W2). (b) Saddle point w∗2(η)
stays in both the saddle- and branch-point regions of Pt(−ηW2, W2).
Light blue (S.P. region) [h(−ηw2, w2) > 0] and light red (B.P. region)
[h(−ηw2, w2) < 0] shaded areas are for saddle- and branch-point
contributions of Pt(−ηW2, W2), respectively. Black solid line corre-
sponds to h(−ηw2, w2) = 0. Blue points are given by (η−, w∗2(η−))

and (η+, w∗2(η+)).

As saddle point w∗2(η) intersects the contour h(−ηw2, w2) = 0, it satisfies

h
(
− η±w∗2(η±), w∗2(η±)

)
= 0, (6.86)
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FIGURE 6.7: Possibility I: The distribution of efficiency P(η, t) can be
computed by only saddle point solution given by Eq. (6.74). Possibil-
ity II: The distribution of efficiency P(η, t) requires the branch point

contribution of Pt(−ηW2, W2).

in which

η± =
4αθ ±

√
3(1 + θ + θα2)

√
−3 + θ + θα2

α[3(1 + θ)− α2θ]
. (6.87)

Therefore, points where saddle point w∗(η) intersects the contour h(−ηw2, w2) =

0 are given by (η−, w∗2(η−)) and (η+, w∗2(η+)). Note that in Fig. 6.6(b), we have

shown possibility II when η−<η+. The contour, which separates possibility I from

possibility II in the (θ, α) space, is given by the condition η+ = η−, which results in

− 3 + θ + θα2 = 0. (6.88)

It also follows from the fact that the efficiency is a real quantity, and therefore, η±

must be real, which implies (−3 + θ + θα2) ≥ 0.

Using the above equation, we can draw a phase diagram in the (θ, α) plane as

shown in Fig. 6.7. In possibility I, saddle point w∗(η) does not intersect the contour

given by h(−ηw2, , w2) = 0, and stays in the saddle point region of joint distribu-

tion Pt(−ηW2, W2). Therefore, only the saddle-point contribution of P(−ηW2, W2) is

required to compute the asymptotic expression of P(η, t). But, for possibility II, we

actually need to compute the branch-point contribution to calculate the asymptotic
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expression for P(η, t). Therefore, the distribution of efficiency P(η, t) is given as

P(η, t)


= Eq. (6.83) h(−ηw2, w2) > 0

6= Eq. (6.83) h(−ηw2, w2) < 0.
(6.89)

The analytical computation of the joint distribution for possibility II is not very il-

luminating. Nevertheless, we can perform numerical saddle-point integration to

calculate P(η, t). This method is described in the following subsection.

6.5.4. Numerical saddle-point integration

We write the integral given in Eq. (6.42) as

Pt(−ηW2, W2) =
∫ i∞

−i∞

dλ1

2πi

∫ i∞

−i∞

dλ2

2πi
g0(λ1, λ2) e(t/tγ) f (λ1,λ2,η,w2,t), (6.90)

with

f (λ1, λ2, η, w2, t) = I−ηw2,w2(λ1, λ2)−
tγ

2t
ln f−(λ1, λ2). (6.91)

Here g0(λ1, λ2) is the analytic part of g(λ1, λ2), given as

g0(λ1, λ2) =
2
√

ν(λ1, λ2)√
f+(λ1, λ2)

. (6.92)

Therefore, the saddle point (λ∗1(η, w2, t), λ∗2(η, w2, t)) is the solution of following equa-

tions simultaneously:

∂ f (λ1, λ2, η, w2, t)
∂λ1

∣∣∣∣
λ1,2=λ∗1,2(η,w2,t)

= 0, (6.93)

∂ f (λ1, λ2, η, w2, t)
∂λ2

∣∣∣∣
λ1,2=λ∗1,2(η,w2,t)

= 0. (6.94)

For a given value of η, we compute the saddle point (λ∗1(η, w2, t), λ∗2(η, w2, t)) ∈

R1 −R2 where g(λ1, λ2) is analytic, at fixed θ, α, and t as a function of w2. Further,

we compute the integral given in Eq. (6.90), numerically. Finally, the numerical ex-

pression for Pt(−ηW2, W2) is utilized to compute the distribution of efficiency for a

given efficiency η.
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FIGURE 6.8: Distribution of stochastic efficiency P(η, t) is plotted
against the stochastic efficiency η for θ = 2 and α = 0.5 at time
t/tγ = 10. Red dashed lines plotted for analytical expression given

in Eq. (6.83) while the blue dots are for the numerical simulation.

6.5.5. Numerical simulation: Possibility I

We compare the analytical results given by Eq. (6.83) with the numerical simulation

(see Appendix A) for parameters θ = 2.0 and α = 0.5 at time t/tγ = 10. Note that the

point (θ, α) we have chosen lies in the region (see Figs. 6.3 and 6.7) where g(λ1, λ2)

has singularities. Figure 6.8 shows very good agreement between numerical simu-

lation and theoretical prediction.

6.5.6. Numerical simulation: Possibility II

We compare the numerical simulation (see Appendix A) for the distribution of stochas-

tic efficiency with the result obtained by the numerical saddle-point integration ex-

plained in Sec. 6.5.4, for θ = 3.0 and α = 0.5 at time t/tγ = 50. Figure 6.9 shows that

there is nice agreement between numerical simulation and theoretical prediction.

6.6. Summary

We have considered a microscopic engine in which a Brownian particle is coupled

to a heat bath at a constant temperature, and two external time-dependent forces,

called load force and drive force, are applied to the particle. Both forces are assumed

to be uncorrelated and stochastic Gaussian noises. The function of the drive force

is to drive the Brownian particle against the load force. Work done by the load

force and the drive force, W1 and W2, respectively, are stochastic quantities. Hence,
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FIGURE 6.9: Distribution of stochastic efficiency P(η, t) is plotted
against the stochastic efficiency η for θ = 3 and α = 0.5 at time
t/tγ = 50. The red dashed line is plotted for the distribution P(η, t)
evaluated numerically as explained in Sec. 6.5.4 while the blue dots

correspond to the numerical simulation.

the efficiency of the engine, which is the ratio of output work to the input work,

η = −W1/W2, is also a stochastic quantity. In this chapter, we have computed the

distribution of stochastic efficiency P(η, t) for large t.

To compute P(η, t), we have first computed the characteristic function 〈e−λ1W1−λ2W2〉 ∼

g(λ1, λ2) e(t/tγ)µ(λ1,λ2). The asymptotic form of the joint distribution Pt(W1, W2) for

large t is usually obtained by inverting the characteristic function using a saddle-

point approximation. We have found that g(λ1, λ2) can have singularities within

the domain where the saddle point lies, and in that case we have computed the

asymptotic distribution Pt(W1, W2) by taking the singularities into account. Whether

g(λ1, λ2) has singularities or not depends on the choice of the parameters θ and

α (see Fig. 6.3), which describe the strengths of the external forces relative to each

other as well as to the strength of the thermal noise.

Using Pt(W1, W2), we have finally computed P(η, t), which have the large de-

viation form P(η, t) ∼ exp[(t/tγ) J(η)]. The large deviation function J(η) shows

two extrema: a minimum η∗ corresponds to an analog of Carnot efficiency while the

maximum η̄ is at the most probable efficiency.

As a final remark, since the random external forcing can be realized in an experi-

mental setup [49], it would be interesting to compare the theoretical results obtained

here with experiments.
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Chapter 7

Exact distribution for work and

stochastic efficiency of an

isothermal machine

We consider an isothermal machine composed of two Brownian particles (say par-

ticle A and B) connected by a harmonic spring. A constant load is attached to par-

ticle A, and the particle B is trapped in a harmonic confinement whose minimum is

dragged with a constant velocity. The distribution of work done on particle A, par-

ticle B, and on both particles together is obtained, and the corresponding transient

fluctuation theorem is tested. Furthermore, we compute the stochastic efficiency

which is the ratio of the work done against the load force on particle A and the work

done on particle B of this machine. The probability density function for stochastic

efficiency is computed for all time. Numerical simulations are also done to verify

the analytical results.

7.1. Introduction

The function of an engine is to convert one form of energy into another form. For

example, windmills convert wind energy to electrical energy as a wind turbine or

to pump the water as a windpump, a turbine connected to an electric generator

utilizes the energy from the flowing water to convert into electrical energy, a refrig-

erator pumps the heat from the cold environment to the hot environment, etc. The

performance of an engine depends on the amount of output power it delivers at the



174
Chapter 7. Exact distribution for work and stochastic efficiency of an isothermal

machine

expense of the input power. For instance, a heat engine [15, 58, 147] extracts heat Qh

from the hot reservoir at a temperature Th and dumps some amount of heat Qc to the

cold reservoir at a temperature Tc < Th in a cyclic manner, and it generates useful

work W = Qh−Qc. The efficiency η of such an engine is given by η = W/Qh, and it

is bounded from above by the Carnot efficiency ηc = 1− Tc/Th, i.e. η ≤ ηc, where ηc

is the maximum possible efficiency achieved by an engine operating in a quasi-static

limit and in a reversible fashion. Hence, an engine operating at Carnot efficiency has

zero power (output work per unit time) and is practically useless to do a work in a

reasonable amount of time.

For a microscopic machine or engine converting the input power into the output

power, the efficiency which is the ratio of the output power and the input power is a

stochastic quantity. In this area, a number of studies have been done to understand

the statistics of it [142, 46, 100, 99, 101, 102, 5, 127, 96] (see Chapter 6). Moreover, sev-

eral experiments have been performed to understand the efficiency of a microscopic

engine [9, 73], and fluctuation of it [103, 87]. In the previous chapter [55], we gener-

alized a model of an isothermal work-to-work converter engine given in [142] in the

underdamped limit using the stochastic external load and stochastic drive force in-

stead of constant external forces Sec. 6.2.1. We obtained the large deviation function

and large but finite time probability density function for the stochastic efficiency of

an isothermal engine in the non-equilbrium steady state.

In this chapter [50], we consider a one-dimensional isothermal engine composed

of two Brownian particles (say A and B) interacting with each other with a harmonic

potential where particle B is confined in a harmonic trap. When time t ≤ 0, the

minimum of the harmonic trap is stationary and is at the origin of the x-axis. Hence,

the system has equilibrium Boltzmann’s distribution at t = 0. The minimum of the

harmonic confinement is dragged with a constant velocity and a load is attached

to the Brownian particle A for a duration τ which is measured immediately after

the motion of the harmonic trap. We study the work done on particle A (WA) and

particle B (WB), and the stochastic efficiency η of this isothermal engine which is the

ratio of the work done against the load on particle A to the work done on particle B

by dragging the minimum of the harmonic potential with a constant velocity. The

probability density function for WA, WB, and η are obtained for all time. Notice that
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FIGURE 7.1: The schematic diagram for an isothermal work-to-work
converter machine is shown. The particle B is confined in a harmonic
trap of stiffness constant k0. The particle A is coupled harmonically
with particle B with a spring of stiffness k. The whole setup is im-
mersed in a heat bath (not shown) of constant temperature T. When
t ≥ 0, the minimum of the potential z is moved with a constant ve-
locity v, i.e. z = vt for t ∈ [0, τ], and a load F is attached to particle
A. Sign of F is taken to be negative if the load is pulling the particle
A and sign of v is taken to be positive if the minimum of the trap is
moving towards positive direction of x-axis. The vertical dotted line
indicates the location of the minimum of the harmonic trap at time t.

a model system similar to our machine can be realized in an experiment [14, 106].

The chapter is organized as follows. In Sec. 7.2, we give the model system and

definitions of work done on particle A, particle B, and the stochastic efficiency. Sec-

tion 7.3 contains the joint distribution of the work done on particle A and particle

B. The transient fluctuation theorem [34] is studied for work done on particle A and

B in Sec. 7.4. In Sec. 7.5, we discuss the transient fluctuation theorem for total work

done on the system. The probability density function for the stochastic efficiency is

computed in Sec. 7.6. We summarize this chapter in Sec. 7.7.

7.2. Model

Consider a model of a machine consists of two Brownian particles (say particle A

and B) coupled by a harmonic spring of stiffness k. Suppose particle B is trapped in

a harmonic confinement of stiffness k0. The whole setup is immersed in a heat bath

of a constant temperature T. The potential energy of the system is given by

V(xA, xB, t) =
k
2
(xA − xB)

2 +
k0

2
(xB − z)2, (7.1)



176
Chapter 7. Exact distribution for work and stochastic efficiency of an isothermal

machine

where z is the minimum of the harmonic trap which is time-dependent, and xA and

xB are the positions of particle A and B, respectively.

Suppose the minimum of the harmonic trap is moved with a constant finite ve-

locity v and is at z = vt at time t, and a constant finite load F is attached to particle

A from time t = 0 to t = τ, i.e. τ is the duration which is measured immediately

after the trap is being set into the motion. The schematic diagram of the machine

is shown in Fig. 7.1. Notice that a model for a single Brownian particle confined in

a harmonic potential (k = 0) whose minimum is dragged with a given velocity is

already studied both theoretically [88, 150, 151, 149] and experimentally [144, 145].

The dynamics of the given system is described by the following overdamped

Langevin equations

γẋA =− k(xA − xB) + ξA(t) + F, (7.2)

γẋB =− k(xB − xA) + ξB(t)− k0(xB − z), (7.3)

where dot represents a derivative with respect to time, γ is the dissipation constant,

ξA(t) and ξB(t) are the thermal noises acting on particle A and B, respectively, from

the heat bath, having mean zero and correlation 〈ξi(t)ξ j(t′)〉 = 2γTδijδ(t− t′). We

set Boltzmann’s constant kB = 1 throughout the calculation.

Multiplying Eq. (7.2) by ẋA(t) and Eq. (7.3) by ẋB(t) on both sides, integrating

over time from t = 0 to t = τ, and adding them together, yields first law of thermo-

dynamics

∆V = WA + WB + QA + QB, (7.4)

in which

∆V =
1
T
[V(xA(τ), xB(τ), τ)−V(xA(0), xB(0), 0)], (7.5)

WA =
F
T

∫ τ

0
dt ẋA(t) =

F
T
[xA(τ)− xA(0)], (7.6)

WB =
vγ

Tτγ

∫ τ

0
dt [z− xB(t)], (7.7)

QA =
1
T

∫ τ

0
dt [ξA(t)− γẋA(t)]ẋA(t), (7.8)

QB =
1
T

∫ τ

0
dt [ξB(t)− γẋB(t)]ẋB(t). (7.9)
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In Eq. (7.7), τγ = γ/k0 is the characteristic time scale. Notice that observables given

in Eqs. (7.5)–(7.9) are scaled by temperature T of the thermal bath. Therefore, ∆V

is the change in dimensionless potential energy, WA and WB are the dimensionless

work done on particle A and B, respectively, and QA and QB are the dimensionless

heat absorbed (i.e. negative of the entropy change in the heat bath) by particle A

and B from the heat bath, respectively. For convenience, we drop the word dimen-

sionless to address them in the rest of chapter. Moreover, the quantities W ′i s (Q′is)

are taken to be positive if work is performed on (heat is absorbed by) ith particle.

These quantities are measured with respect to the initial steady state distribution

given in Eq. (7.12). In Eqs. (7.6) and (7.7), work done on particle A and B are due to

purely non-conservative and conservative force, respectively. The integrals shown

in Eqs. (7.8) and (7.9) follow the Stratonovich rule of integration [124].

The observable in this chapter is efficiency η of the machine which is the ratio of

work done (−WA) against the load force F on particle A to the work done (WB) on

particle B, i.e.

η = −WA

WB
. (7.10)

In the above expression, both WA and WB are stochastic quantities. Therefore, the

efficiency is also a stochastic observable. The probability density function for the

stochastic efficiency pτ(η) is computed as follows:

pτ(η) =
∫ +∞

−∞
dWA

∫ +∞

−∞
dWB Pτ(WA, WB) δ(η + WA/WB)

=
∫ +∞

−∞
dWB |WB| Pτ(−ηWB, WB), (7.11)

where |WB| is the Jacobian of transformation obtained after performing the integra-

tion on the joint distribution Pτ(WA, WB) of WA and WB at time τ over WA while

using the Dirac delta function δ(η + WA/WB).

7.3. Joint distribution Pτ(WA, WB)

In this chapter, our aim is to compute the efficiency of a machine which does work

against the load F attached to particle A by dragging the harmonic trap which con-

fines the particle B from time t = 0 to t = τ. When time t ≤ 0, there was no load
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attached to particle A, and the minimum of the trap was at the origin of x-axis, i.e.

z = 0. Thus, the system obeys the steady state distribution at time t = 0:

P(U0) =
1√

(2π)2 det Σ
exp

[
− 1

2
UT

0 Σ−1U0

]
, (7.12)

where the row vector UT
0 = [xA(0), xB(0)], and the correlation matrix

Σ =
Tτγ

γ

1 + 1/δ 1

1 1

 , (7.13)

in which δ = k/k0 is the dimensionless coupling parameter.

For t ≥ 0, the dynamics of the system given in Eqs. (7.2) and (7.3), can be rewrit-

ten in a matrix form as

dU
dt

= − 1
τγ

AU +
1
γ

ζ(t) + B(t), (7.14)

where column vectors ζ(t) = [ξA(t), ξB(t)]T, B(t) = (F/γ, z/τγ)T, and the matrix A

is

A =

 δ −δ

−δ 1 + δ

 .

The solution of above equation at time t is given by

U(t) = G(t)U0 +
1
γ

∫ t

0
dt′G(t− t′)[γB(t′) + ζ(t′)], (7.15)

where the symmetric matrix G(t) = e−(t/τγ)A is given by

G(ut) =

G11(ut) G12(ut)

G12(ut) G22(ut)

 , (7.16)
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in which

G11(ut) = −
1

4r2
[1− 2r2 − (1 + 2r2)e2r2ut ]e−λ1ut ,

G12(ut) = −
1

2r2
δ(1− e2r2ut)e−λ1ut ,

G22(ut) =
1

4r2
[1 + 2r2 − (1− 2r2)e2r2ut ]e−λ1ut .

In the above matrix elements, ut = t/τγ, r1 = 1+2δ
2 , r2 =

√
1+4δ2

2 , λ1 = r1 + r2, and

λ2 = r1 − r2. Clearly, λ1 > λ2 > 0 for all δ > 0.

Therefore, the mean and correlation of U(t) are

〈U(t)〉 =
∫ t

0
dt′G(t− t′)B(t′), (7.17)

〈M(t)MT(t)〉 = Σ, (7.18)

where superscript T refers the transpose of a matrix, Σ is given in Eq. (7.13), and

M(t) = U(t)− 〈U(t)〉. In the above equations, the angular brackets and overhead

bar represent the averaging over thermal noises and the initial state U0 with respect

to the steady state distribution P(U0) [see Eq. (7.12)], respectively. After some com-

putation, the mean of U(t) is obtained as

〈xA〉 =
Fτγ

8γδr2
e−2r1ut

[
4r2e2r1ut [2− θ + 2δ + δθ(ut − 2)] + eλ2ut [(1− 2r2)(2− θ)

+ (1− θ){4δ2 + 2δ(1− 2r2)}]− eλ1ut [(1 + 2r2)(2− θ) + (1− θ){4δ2 + 2δ(1 + 2r2)}]
]

,

〈xB〉 =
Fτγ

4γr2
e−λ1ut

[
1 + 2(δ− r2)(1− θ)− e2r2ut [1 + 2(1− θ)(δ + r2)] + 2r2eλ1ut [2 + θ(ut − 2)]

]
,

where the dimensionless parameter θ = 2vγ/F is the relative strength acting on the

harmonic trap which confines particle B to that on particle A.

The work done on the particle A and B at time τ are given in Eqs. (7.6) and (7.7),

respectively. Both of these quantities are linear in thermal noises. Therefore, it is suf-

ficient to compute the means and correlations of them to write the joint distribution
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Pτ(WA, WB), and these are given by

µA =
F
T
〈xA(τ)〉, (7.19)

µB =
v2τ2γ

2Tτγ
− vγ

Tτγ

∫ τ

0
dt 〈xB(t)〉, (7.20)

CAA =
2F2

T2

[
{1− G11(τ)}x2

A(0)− G12(τ)xA(0)xB(0)
]
, (7.21)

CBB =
v2γ2

T2τ2
γ

∫ τ

0
dt1

∫ τ

0
dt2 〈M21(t1)M21(t2)〉, (7.22)

CAB = − Fvγ

T2τγ

∫ τ

0
dt 〈M21(t)[M11(τ)− xA(0)]〉 = 0, (7.23)

where the matrix elements Gij(t) = [G(t)]ij, Mi1(t) = [M(t)]i1, and µr = 〈Wr〉,

Crl = 〈[Wr − 〈Wr〉][Wl − 〈Wl〉]〉with {i, j} = {1, 2} and {r, l} = {A, B}. In Eq. (7.21),

x2
A(0) = [Σ]11 and xA(0)xB(0) = [Σ]12. The explicit form of mean and correlation of

WA and WB are given as

µA =
α2τγ

8δr2

[
4r2[2(1 + δ) + θ(δuτ − 1− 2δ)] + [{2− θ + 2δ(1− θ)}(1− 2r2)

+ 4δ2(1− θ)]e−λ1uτ − [{2− θ + 2δ(1− θ)}(1 + 2r2) + 4δ2(1− θ)]e−λ2uτ

]
,

(7.24)

µB =− α2θτγ

2

[
(1− θ)uτ + [1− 2r2 + 2δ(1− θ) + 2θr2]

(1− e−λ1uτ )

4r2λ1

− [1 + 2r2 + 2δ(1− θ)− 2θr2]
(1− e−λ2uτ )

4r2λ2

]
, (7.25)

CAA =
α2τγ

2δr2

[
4(1 + δ)r2 + [(1 + δ)(1− 2r2) + 2δ2]e−λ1uτ − [(1 + δ)(1 + 2r2)

+ 2δ2]e−λ2uτ

]
, (7.26)

CBB =
α2θ2τγ

16δr2
2

[
8r2

2[2δ(uτ − 2)− 1] + [1− 2r2 + 4δ(1− r2) + 4δ2(1 + 4δ− 4r2)]e−λ1uτ

+ [1 + 2r2 + 4δ(1 + r2) + 4δ2(1 + 4δ + 4r2)]e−λ2uτ

]
, (7.27)

CAB =0, (7.28)

where uτ = τ/τγ, and α = F/
√

γT is the relative strength acting on particle A to

that of thermal bath.
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FIGURE 7.2: The probability density function for work done on par-
ticle A and B is shown for: (a) θ = 0.5, α = 2.0, coupling parameter
δ = 0.25 at τ = 10, and (b) θ = 5.0, α = 1.5, coupling parameter
δ = 0.5 at time τ = 10. In both figures, red dashed lines are the ana-
lytical results given in Eq. (7.29), and blue dots are obtained from nu-
merical simulations at the respective times τ. These results are shown

for fixed τγ = 1.

Since the correlation between WA and WB is zero: CAB = 0, the joint distribution

Pτ(WA, WB) can be written in factorize form: Pτ(WA, WB) = PA(WA)PB(WB), where

Pr(Wr) =
1√

2πCrr
exp

[
− (Wr − µr)2

2Crr

]
, r = A, B. (7.29)

For convenience, we have dropped the subscript τ in Pr(Wr).

In order to verify the analytical probability density functions of WA and WB, we

perform the numerical simulation. The method of the numerical simulation is as

follows. We first discretize the overdamped Langevin equations given in Eqs. (7.2)–

(7.3) upto an order of time increment ∆τ. Similarly, we discretize the observable WB

given in Eq. (7.7) upto an order ∆τ. For each realization, we draw the initial positions

xA(0) and xB(0) at step n = 0 from the joint distribution given in Eq. (7.12), and

compute xA(∆τ) and xB(∆τ), and then using them we compute WB(∆τ). In the next

increment (n = 1), we use xA(∆τ) and xB(∆τ), and WB(∆τ) to compute xA(2∆τ)

and xB(2∆τ), and WB(2∆τ), respectively. Similarly, we iterate the process for steps

n = (τ/∆τ) − 1 to obtain WB at time τ. To compute the observable WA given in

Eq. (7.6), we need only boundary terms xA(τ) and xA(0) where τ is the observation

time. For R number of realization, we construct the histogram for each Wi. In the

chapter, we take dissipation constant γ = 1, temperature of the bath T = 1, time

segment ∆τ = 10−2, and number of realizations R = 107 − 108 for each numerical
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simulation.

In Fig. 7.2, we have shown the comparison of the analytical result of the proba-

bility density function given in Eq. (7.29), with the numerical simulation. The plots

show that there is nice agreement between theory and numerical simulation.

7.4. Transient fluctuation theorem for work done WA and WB

For a system initially in equilibrium and then driven away from equilibrium using

external driving, the stochastic quantity Ω is observed. Let P(Ω) be the probability

density function of Ω. When Ω satisfies the transient fluctuation theorem (TFT) [34],

it obeys the following relation
P(Ω)

P(−Ω)
= eΩ. (7.30)

The above relation states that the probability of getting positive values of Ω is expo-

nentially favourable than that of negative values.

In this section, we analyze TFT for both WA and WB. It is clear that TFT may not

hold for all parameters [see Eqs. (7.24)–(7.27)]. One may guess that the TFT for work

done on one of the particles in the coupled system shown in Fig. 7.1 would hold

in the weak coupling limit as both particles may behave independently. However,

we show that TFT for work done WA and WB may not hold even in the weak cou-

pling limit when the observation time is large. Similar studies in the case of steady

state fluctuation theorem for partial entropy production are already been done (see

Chapters 2 and 3) [52, 54, 53].

In the weak coupling limit (δ → 0) and for small observation time (uτ � δ−1),

the means and correlations given in Eqs. (7.24)–(7.27) reduce to

µ̃A =α2uττγ + O(δ), (7.31)

µ̃B =
α2θ2τγ

4
(e−uτ + uτ − 1) + O(δ), (7.32)

C̃AA =2α2uττγ + O(δ), (7.33)

C̃BB =
α2θ2τγ

2
(e−uτ + uτ − 1) + O(δ), (7.34)

where uτ = τ/τγ.
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FIGURE 7.3: The probability density function for work done on par-
ticle A and B, respectively, is shown for: (a) θ = −0.5 and α = 0.2,
and (b) θ = 0.5 and α = 1. Similarly, the function ln[Pi(Wi)/Pi(−Wi)]
is plotted against Wi for: (b) θ = −0.5 and α = 0.2, and (d) θ = 0.5
and α = 1. In all figures, red dashed lines are the analytical result
obtained from Eq. (7.29) with cumulants given in Eqs. (7.31)–(7.34)
whereas blue dots are obtained from numerical simulations. These
results are shown for observation time τ = 10 and coupling param-
eter δ = 0.001 (τ � δ−1) at fixed τγ = 1. In figures (b) and (d), red
dashed lines have slope unity which indicate that probability density
functions for both work done (WA and WB) satisfy TFT in the weak

coupling limit (δ� 1) for small observation time (τ � δ−1).

Using above equations, one can see that C̃AA = 2µ̃A and C̃BB = 2µ̃B in the limit

δ → 0. Therefore, TFT for both work done (WA and WB) is satisfied in the weak

coupling limit for small observation time (uτ � δ−1).

In Figs. 7.3 (a) and 7.3(c), the comparison between the analytical probability den-

sity function for work done on particle A and B given in Eq. (7.29) in which the

cumulants (µA, µB, CAA, CBB) → (µ̃A, µ̃B, C̃AA, C̃BB) are given in Eqs. (7.31)–(7.34),

with the numerical simulation is shown for coupling strength δ = 0.001, τγ = 1, and

observation time τ = 10 � δ−1. TFT for work done on particle A and B is shown

in Figs. 7.3(b) and 7.3(d) for respective parameters. In all plots, blue points are ob-

tained from numerical simulations and red dashed lines are the analytical results.

In Figs. 7.3(b) and 7.3(d), red dashed lines have slope unity. Therefore, in the weak
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FIGURE 7.4: The probability density function for work done on par-
ticle A and B is shown in (a) for θ = −0.25 and α = 0.75 and
(c) for θ = 0.1 and α = 0.5, respectively. Similarly, the function
ln[Pi(Wi)/Pi(−Wi)] is plotted against Wi in (b) for θ = −0.25 and
α = 0.75 and (d) for θ = 0.1 and α = 0.5, respectively. In all figures,
red dashed lines are the analytical result obtained from Eq. (7.29) with
cumulants given in Eqs. (7.35)–(7.38) whereas blue dots are obtained
from numerical simulations. These results are shown for observation
time τ = 50 and coupling parameter δ = 0.1 (τ � λ−1

2 ) at fixed
τγ = 1. Figures (b) and (d) indicate that probability density function
for both work done (WA and WB) do not satisfy TFT even in the weak
coupling limit (δ� 1) for large observation time (τ � λ−1

2 ∼ δ−1).
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coupling limit (δ� 1) and small observation time uτ � δ−1, TFT is satisfied.

We see that λ1 > λ2 > 0. Thus, in the large time limit (uτ � λ−1
2 ), the cumulants

for both work done (WA and WB) simplify to

µ̄A =
α2τγ

2δ
[2(1 + δ) + θ(δuτ − 2δ− 1)], (7.35)

µ̄B =
α2θτγ

4δ
[2− θ − 2δ(1− θ)(uτ − 2)], (7.36)

C̄AA =
2(1 + δ)α2τγ

δ
, (7.37)

C̄BB =
α2θ2τγ

2δ
[2δ(uτ − 2)− 1], (7.38)

where uτ = τ/τγ. Notice that the above given results are true for all coupling pa-

rameter δ.

In Figs. 7.4(a) and 7.4(c), we have shown a comparison of analytical probability

density function for work done on particle A and particle B, respectively, given in

Eq. (7.29) in which cumulants (µA, µB, CAA, CBB) → (µ̄A, µ̄B, C̄AA, C̄BB) are given

as Eqs. (7.35)–(7.38), with the numerical simulation for coupling strength δ = 0.1,

τγ = 1, and time τ = 50 � δ−1. The variations of function ln[Pi(Wi)/Pi(−Wi)] are

shown against Wi in Figs. 7.4(b) and 7.4(d) where magenta solid line in Fig. 7.4(b)

has slope unity. Thus, in the weak coupling limit (δ → 0), λ2 ∼ δ, the deviation

from TFT can be seen for both work done (WA and WB) for large observation time

limit uτ � δ−1.

In above two cases, we have studied the TFT for WA and WB in the weak coupling

limit (δ → 0) and showed that TFT would hold in the limit uτ � δ−1 whereas

deviation can be seen in the large observation time uτ � δ−1. This is because in

the small time limit, the effect from the other particle will not affect the TFT of the

work done on the observed particle. However, when the time of observation is large

(uτ � δ−1), the effect from the other particle may appear as the term coupling (δ)

times relative separation (xA − xB) becomes relevant [see Eqs. (7.2) and (7.3)] which

leads to the deviation from TFT of the work done on the observed particle even in

the weak coupling limit.
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7.5. Transient fluctuation theorem for total work done on cou-

pled system

In the above section, we have analyzed TFT for work done on particle A and B. In

this section, we study the TFT for the total work done on both particles.

Total work done on particle A and B is given by

W = WA + WB, (7.39)

Since WA and WB have Gaussian distribution, therefore, W also has Gaussian distri-

bution with mean µ = 〈W〉 and variance C = 〈[W − 〈W〉]2〉 given as

µ = µA + µB, (7.40)

C = CAA + CBB, (7.41)

where C = 2µ and

µ =
α2τγ

4δ

[
4(1 + δ)− [1 + 2δ(2− uτ)]θ

2 − e−(1+2δ)uτ/2
{[

4− θ + 4δ(1− θ2)
]

× cosh
[√

1 + 4δ2uτ/2
]
+

[
4− θ2 + 2δ{2− θ2 + 4δ(1− θ2)}

]
√

1 + 4δ2
sinh

[√
1 + 4δ2uτ/2

]}]
.

(7.42)

Therefore, the probability density function for total work done W is given by

P(W) =
1√

2πC
exp

[
− (W − µ)2

2C

]
. (7.43)

Using the above relation, one can see that P(W)/P(−W) = eW , i.e. TFT for total

work done on both particles is satisfied. Therefore, it is clear that when degrees

of freedom (DOFs) having same time of relaxation are coupled and driven out of

equilibrium, total work done on all DOFs obeys the TFT for all parameters.

Figure 7.5(a) and 7.5(b) show the comparison of the analytical results for the

probability density function for W given in Eq. (7.43) and the function ln[P(W)/P(−W)]

with the numerical simulation, and they have nice agreement. Figure 7.5(b) indicates

that the total work done W obeys the transient fluctuation theorem.
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FIGURE 7.5: (a) The distribution function given in Eq. (7.43)
is compared with the numerical simulation. (b) The function
ln[P(W)/P(−W)] is plotted against the W = WA + WB. In both fig-
ures, parameters are δ = 1.5, θ = 2.0, α = −1.0 and τ = 10, and
red dashed line is the analytical result whereas blue dots are obtained
from the numerical simulation. The red dashed line in (b) has unit

slope. These results are shown for τγ = 1.

7.6. Probability density function for stochastic efficiency pτ(η)

In the following, we understand the statistics of the stochastic efficiency of the isother-

mal machine. Therefore, substituting PA(WA) and PB(WB) given in Eq. (7.29), in the

integral Eq. (7.11), the probability density function for stochastic efficiency pτ(η) can

be obtained as [99, 103]

pτ(η) =
eI(η,τ)√

(2π)2CAACBB

e−K1K2
2 + K2

√
πK1 erf(K2

√
K1)

K1
, (7.44)

where

I(η, τ) = −1
2
(ηµB + µA)

2

η2CBB + CAA
, (7.45)

K1 =
η2CBB + CAA

2CAACBB
, (7.46)

K2 =
CAAµB − ηCBBµA

CAA + η2CBB
. (7.47)

In Eq. (7.44), erf(u) is the error function given by

erf(u) =
2√
π

∫ u

0
dx e−x2

. (7.48)
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FIGURE 7.6: Phase diagrams in (θ, δ) plane are shown using η̄ and
η∗ given in Eq. (7.49), for time: (a) τ = 10, (b) τ = 30, and (c) τ = 50
where η̄ and η∗ are the efficiencies at which the function I(η, τ) given
in Eq. (7.45), achieves maximum and minimum value, respectively.
The shaded regions correspond to the areas where efficiencies η̄ and
η∗ remain positive and negative, respectively. The above phase dia-

grams are shown for given τγ = 1.

Notice that µi and Cij given in Eqs. (7.24)–(7.28) for all time (see µ̄i and C̄ij in Eqs. (7.35)–

(7.38) for large time) do not scale linearly with the observation time. Consequently,

the probability density function for stochastic efficiency does not have large devia-

tion form [136] for this model system.

It can be seen that the function I(η, τ) has two extrema, i.e. at η̄ and η∗ where

η̄ = −µA

µB
, η∗ =

µBCAA

µACBB
. (7.49)

Moreover, I(η, τ)|η=η̄ = 0. The function I(η, τ) has a maximum and a minimum

at η = η̄ and η = η∗, respectively. Note that both η̄ and η∗ do not depend on the

parameter α (relative strength acting on particle A, i.e. α = F/
√

γT). The efficiency

η̄ can have any sign depending on parameters τ, δ, and θ. To understand the nature

of η̄, we have plotted phase diagram in (θ, δ) plane as shown in Fig. 7.6 for different

observation times τ at fixed τγ = 1. In Fig. 7.6, light red shaded regions correspond

to areas where efficiency η̄ is positive. Notice that CAA and CBB are positive [see

Eq. (7.49)]. Therefore, η̄ and η∗ have opposite sign. Hence, the unshaded regions in

Fig. 7.6 represent the areas where η∗ is positive otherwise negative.

Figure 7.7 shows the comparison of analytical results of the probability density

function pτ(η) given in Eq. (7.44) with the numerical simulation results for both

signs of θ. While in Fig. 7.7(a) the comparison is shown for parameters θ = −1,

α = 0.5, and coupling parameter δ = 0.3 at τ = 10, 30 and 50, the parameters
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FIGURE 7.7: The probability density function for stochastic efficiency
pτ(η) is plotted against the stochastic efficiency η: (a) for θ = −1, α =
0.5, coupling parameter δ = 0.3 at three different time τ = 10, 30 and
50 where red (τ = 10), orange (τ = 30) and magenta (τ = 50) dashed
lines represent the analytical results given by Eq. (7.44), and (b) for
θ = 0.5, α = 0.5, coupling parameter δ = 0.1 at time τ = 30 where
red dashed lines represent the analytical result given in Eq. (7.44). In
both figures, blue dots are obtained from numerical simulations at the

respective times τ. These results are shown for fixed τγ = 1.

θ = 0.5, α = 0.5, and coupling parameter δ = 0.1 at τ = 30 are taken in Fig. 7.7(b).

In Fig. 7.7(a), red (τ = 10), orange (τ=30) and magenta (τ=50) dashed lines are the

analytical result given by Eq. (7.44) whereas blue dots are obtained from numeri-

cal simulations at corresponding times τ. Similarly, red dashed lines correspond to

the analytical result given by Eq. (7.44) and blue dots are obtained from numerical

simulation in Fig. 7.7(b). Figure 7.7 shows that there is a nice agreement between

theory and numerical simulation. From Fig. 7.7(a), it is clear that the peak of the

density function pτ(η) shifts from negative to positive side as time τ is increased

from τ = 10 to τ = 30 as shown in Figs. 7.6(a)—7.6(b).

In the above, we have given efficiencies η̄ and η∗ where I(η, τ) has extrema. It

can be seen that in the weak coupling limit (δ→ 0) and small time limit (uτ � δ−1),

these efficiencies reduce to

η̄ = − 4
θ2

uτ

e−uτ + uτ − 1
, (7.50)

η∗ = 1. (7.51)

Clearly, here the most probable efficiency η̄ is negative. This is because in the small
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coupling limit (δ → 0) and small observation time (uτ � δ−1), both of the parti-

cles behave independently (see Fig. 7.3), and the machine will not do work against

the load force F irrespective the value of θ (in most probable sense). In Fig. 7.8(a),

we have plotted the probability density function for the stochastic efficiency pτ(η)

in the weak coupling limit and small time of observation where red dashed lines

represents the analytical results given by Eq. (7.44) in which (µA, µB, CAA, CBB) →

(µ̃A, µ̃B, C̃AA, C̃BB) as given in Eqs. (7.31)–(7.34) and blue dots correspond to the nu-

merical simulation results. Similarly, one can obtain η̄ and η∗ in the large time limit

(uτ � λ−1
2 ) from Eqs. (7.35)–(7.38)

η̄ = − 2[δ{θ(uτ − 2) + 2} − θ + 2]
θ[2δ(θ − 1)(uτ − 2)− θ + 2]

, (7.52)

η∗ =
2(δ + 1)[2δ(θ − 1)(uτ − 2)− θ + 2]

θ[2δ(uτ − 2)− 1][δ{θ(uτ − 2) + 2} − θ + 2]
. (7.53)

We have also compared the large time (uτ � λ−1
2 ) analytical results for the

probability density function pτ(η) given in Eq. (7.44) in which (µA, µB, CAA, CBB)→

(µ̄A, µ̄B, C̄AA, C̄BB) as given in Eqs. (7.35)–(7.38), with the numerical simulations in

Fig. 7.8(b). These comparisons indicate that there is a nice agreement between theory

and numerical simulations.

In the large time limit (uτ � λ−1
2 ), when θ = 1, we see that

η̄ = −2(1 + δuτ), (7.54)

η∗ =
2(1 + δ)

(1 + δuτ)[2δ(uτ − 2)− 1]
. (7.55)

However, Eqs. (7.52) and (7.53) reduce to η̄ → 1/(1− θ) and η∗ → 0 for θ 6= 1 as

uτ → ∞. Therefore, the machine will not perform work against the load force F (in

most probable sense) when θ ≥ 1 in the large time limit as η̄ < 0 .

Finally, we emphasize that for all cases shown above, probability density func-

tion for the stochastic efficiency pτ(η)→ η−2 as |η| → ∞. Similar behaviour of pτ(η)

has been observed earlier in different model systems [46, 100, 99, 103, 55].
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FIGURE 7.8: The probability density functions for stochastic effi-
ciency pτ(η) are plotted against the stochastic efficiency η for weak
coupling (δ � 1) and for small observation time (τ � δ−1) [see (a)]
at θ = −1, α = 0.5, δ = 0.001, and τ = 20, and for large observation
time τ � λ−1

2 [see (b)] at θ = −0.5, α = 1, δ = 3, and τ = 30. In
both figures, blue dots are obtained from numerical simulations and
red dashed lines are the analytical probability density function with

respective cumulants. We set τγ = 1 for both above plots.

7.7. Summary

We considered a machine composed of two Brownian particles (say particle A and

B) interacting harmonically with a spring of stiffness k. Particle B is confined in a

harmonic trap of stiffness k0. The whole system is in contact of a heat reservoir of

a constant temperature T. For simplicity, we defined a dimensionless coupling pa-

rameter δ as the ratio of spring constant and trap stiffness: δ = k/k0. For t ≤ 0, the

harmonic trap was kept stationary. Thus, the system obeyed the equilibrium Boltz-

mann’s distribution at t = 0. A constant load F = α
√

γT is attached to particle A

and the minimum of the harmonic confinement is dragged with a constant velocity

v = Fθ/(2γ) for t ≥ 0. The joint distribution of both work done is computed. Tran-

sient fluctuation theorem (TFT) is studied for work done on particle A and B in the

weak coupling limit δ � 1 for both small (uτ � δ−1) and large observation time

(uτ � δ−1). It is shown that the TFT would hold in the small time limit whereas

deviation can be seen even in the weak coupling limit (δ � 1) for large time. In-

terestingly, the total work done on both particles satisfies TFT for all parameters.

Further, we computed the stochastic efficiency which is defined as the work done

against the load on particle A to the work done on the particle B by dragging the
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harmonic confinement. The exact distribution for the stochastic efficiency is evalu-

ated for all time τ and the coupling parameter δ. We have given the phase diagrams

in (θ, δ) plane for different observation times τ which shows the region where the

efficiency at which the probability density function is maximum, attains the posi-

tive value. Moreover, we have shown that the probability density function of the

stochastic efficiency pτ(η) does not have large deviation form [136] for this model

system. The analytical results are also supported by the numerical simulations and

they have an excellent match.

In the probability density function for the stochastic efficiency, there are two max-

ima and one minimum. For example, consider Fig. 6.8 in which one can find two

regions: (1) η ≤ 1 and (2) η > 1. In the region (1), there are two subregions: (I) η ≤ 0

and (II) 0 < η ≤ 1. In the subregion (I), the engine dissipates the whole energy into

the bath and does not perform the work against the external load, and there exists a

global maximum where a large number of events corresponding to that contribute

to the probability density function at η = η̄. In the subregion (II), the engine per-

forms the work against the load as well as dissipates the energy in the heat bath. At

η = 1, the entire work done by the drive force is converted in the lifting of the load,

and the probability density function attains a local minimum value. On the other

hand [in region (2)], the engine absorbs the energy from the heat bath and performs

work against the load force, therefore, we see the efficiency greater than one. As one

moves from region (1) to (2), the probability density function surprisingly increases

with η and attains a local maximum value. This increase in the density function in

this region is quite unclear to us, and it will remain an open question for the future

discussions.
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Appendix A

Simulation technique

To obtain the probability density function for a stochastic observable Ω, i.e. Pτ(Ω), in

the numerical simulation, we first discretize the Langevin equations up to an order

of time segment ∆τ.

In this thesis (except Chapter 7), in general, the observable Ω depends upon the

Gaussian noise quadratically, and has the following integral form

Ω =
∫ τ

0
[
√

σξ(t) + y(t)]v(t), (A.1)

where the integral follows the Stratonovich rule of integration, τ is the observation

time, ξ(t) is the Gaussian noise with mean zero and correlation 〈ξ(t)ξ(t′)〉 = δ(t−

t′), σ is some constant, and y(t) and v(t) are the system variables. In all chapters

(except Chapter 7), we computed observables in the steady state of the system. Thus,

the initial condition for y(t) and v(t) are drawn from the steady state of the system.

The functional Ω given in Eq. (A.1), is discretized as following

Ω =
(τ/∆τ)−1

∑
n=0

[
√

σ/∆τξ̃∆τ
A (tn) + y(tn)][v(tn + ∆τ) + v(tn)]

∆τ

2
, (A.2)

where tn = n∆τ, and ξ̃∆τ
A (tn) is the Gaussian random variable of mean zero and

variance one at time step tn.

Using above equation, we construct the histogram for Ω, i.e. Pτ(Ω), for R num-

ber of realizations.
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