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Synopsis

The experimental study of collisions is a vast field of physics with a multitude of

approaches taken to explore diverse problems related to classical and quantum

scattering, resonance phenomena, inelastic processes and few-body systems. As

a parallel approach to the beam-target experiments, the quest to explore inter-

actions between particles at very low collision energies has led to technological

advances in creating cold, trapped ensembles of atoms, ions and molecules.

The low temperatures of the order of a few hundred micro kelvin and the cor-

responding low kinetic energy of the constituents makes these ensembles ideal

for studying interactions and quantum phenomena as opposed to ensembles at

higher temperatures where many of the effects are obscured. The techniques of

laser cooling and trapping have been extensively developed for both ions and

neutral atoms with promise in a variety of applications. An emerging area of

research is the cold and ultra-cold chemistry with atoms, ions and molecules

as the principal material ingredients [1]. In this context, mixed systems of cold

atoms and ions [2, 3, 4, 5, 6, 7] act as a test bench for studying ion assisted cold

chemistry [8, 9, 10, 11] and novel many body phenomena [12].

The primary motivation for the present work is to experimentally explore

the interactions that manifest in a mixed system of atoms and ions. Such a

mixed system can be used to study the ion-atom collision dynamics, the inter-

actions between the atoms in the presence of ions and cold chemical reactions

such as the formation of molecules and molecular ions. The presence of ions

interspersed in a cloud of atoms is potentially a microscopic, many-centred ag-

gregation mechanism, mediated by the Stark interaction, to reduce the inter

atomic spacing and enhance the interactions between the atoms.

In order to explore these phenomena, an important technical requirement

is the construction of an apparatus which is capable of holding cold ions and

cold atoms simultaneously with spatial overlap. The apparatus must be able
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to confine the species of interest in a state of equilibrium for sufficiently long

interrogation times and allow for the creation, detection and manipulation of

the ions and atoms as required using light and external fields. The flow of en-

ergy between the ions and atoms resulting from their interaction has to be well

understood and characterized. The intrinsic stability of the ion-atom ensemble

in such a system is a key requirement to enable further studies.

At the onset of the present work, the experimental study of ion atom colli-

sions at very low energies was still at a nascent phase. The technical aspects

of such studies were not yet well established. The principles of conventional

buffer gas cooling had been explored and it was widely prevalent to use light

mass atoms in a buffer gas to cool relatively heavier ion species. The creation of

cold molecules in the ground rotational and vibrational states had not yet been

demonstrated. The study of chemical reactions in cold ensembles of atoms, ions

and molecules was also in its infancy. The idea of trapping ions and cold atoms

simultaneously with spatial overlap was proposed and developed by Smith

et.al. [2] in 2005. Subsequently, different aspects of such combined ion-atom

systems have been studied experimentally in various groups worldwide.

In the context of the scientific goals envisaged above, the present work was

undertaken with the following objectives:

• To design a combined trap that can confine 85Rb+ ions and cold atoms

simultaneously with spatial overlap.

• To construct such a combined trap and demonstrate its operation.

• To develop techniques for detection and diagnostics of the trapped species.

• To characterize the above trap to function as an instrument to study ion-

atom interactions.

• To identify and formalize the ion-atom interactions that are relevant to the

experimental system.
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• To study the exchange of energy between the ions and atoms via their in-

teraction and explore the possibility of cooling the ions by the cold atoms.

• To experimentally study the time-evolution of ion populations in the pres-

ence and absence of atoms and look for signatures of ion cooling.

• To understand the experimental observations using numerical calcula-

tions and models.

In the present work, we systematically address these objectives with an em-

phasis on the intrinsic stability of the ion-atom system. We design a combined

trap that can confine 85Rb+ ions and cold 85Rb atoms simultaneously with spa-

tial overlap. The established technology of Magneto-Optical Trap (MOT) is

adopted to cool and trap the atoms. A modified linear Paul trap, that can simul-

taneously accommodate the MOT in the same region of trapping, is designed

to confine the ions. The different regimes of operation of the ion trap and the

effect of one trap on the other are numerically simulated and characterized.

The designed trap is successfully implemented and constructed. The simul-

taneous confinement of ions and cold atoms is demonstrated.

An indirect, destructive detection technique is implemented for the optically

dark 85Rb+ ions. The detection of ions is developed in two different regimes

namely the discrete counting regime and the proportional counting regime.

The detection of the atoms is realized by monitoring the laser light scattered

by them. This fluorescence is measured to estimate the total number of atoms

in the trap and their density distribution.

The parameter space of the ion trap is scanned to experimentally determine

the stable regions of ion trapping. A generic experimental sequence is formu-

lated and programmed to perform experimental studies of ion-atom interac-

tions.

The elastic and resonant charge exchange collisions between the 85Rb+ ions

and the 85Rb atoms are identified as the primary channels in our system. The
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kinematics and mechanisms of these collisions involving ions and atoms in their

ground state are formalized in the energy regimes that are relevant to our ex-

periment.

A hypothesis is proposed for the cooling of ions by collisions with atoms in

a spatially compact distribution, for all mass ratios, contrary to the expectations

of conventional buffer gas cooling. This hypothesis is studied for the case of

85Rb+ ions colliding with equal mass 85Rb atoms in the MOT. The role of elas-

tic collisions and resonant charge exchange collisions in the cooling process is

studied by performing multiple-scattering numerical simulations. The hypoth-

esis for cooling is shown to be valid when purely elastic collisions are present

and the cooling process is shown to be accelerated in the presence of resonant

charge exchange collisions. The glancing collisions where resonant charge ex-

change occurs is highlighted as an important mechanism of cooling, where in a

fast ion colliding with an atom at rest can result in a slow ion and a fast atom.

The time evolution of the 85Rb+ ion population in the ion trap is experimen-

tally studied in the presence and absence of the 85Rb atoms in the MOT as a

function of the hold time. Significantly longer trapping times of the ions in the

presence of the MOT atoms are observed compared to that in the absence of the

MOT atoms, with all other conditions remaining the same. This is argued to be a

stand-alone signature of ion cooling, thus verifying the above hypothesis. This

establishes an alternate way of cooling charged species that are not amenable

to direct laser cooling. The number of ions in the trap, after being in contact

with the MOT atoms for certain hold time, is shown to be stabilized at a con-

stant value within the limits of experimental error. The width of the ion arrival

time distribution at the detector, which is a measure of the ion temperature, is

measured as a function of the hold time and shows a qualitative signature of

ion cooling. The intrinsic stability of the ion-atom ensemble demonstrated here,

is a significant step towards further studies of interactions and cold-chemistry

envisaged in the ion-atom system.
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A Monte-Carlo simulation is performed to model the experimentally mea-

sured evolution of the trapped ion population in the absence of the MOT. A

single exponential heating factor is assumed to collectively represent all the

ion heating mechanisms and the functional form of the ion evolution given by

this simulation shows good agreement with the observed data and we achieve

quantitative agreement with a two-parameter fit. The heating factor hence de-

rived is used in conjunction with the multiple scattering simulation to get the

qualitative features of ion stability in the presence of atoms. The process of

detection of the ions is numerically modelled for different initial position and

velocity distributions of the ions to obtain a correspondence between the ob-

served width of the ion arrival time distribution and the temperature of the

ions in the trap. The range of temperatures and cloud sizes which correspond

to the observed widths are established. The numerical simulations developed

here provide a better understanding of the underlying processes in the system

and are an essential tool to estimate various quantities in further studies of the

system.

In summary, this work establishes the experimental aspects of a mixed sys-

tem of trapped ions and cold atoms that is tailored to study the interactions

between them. The exchange of energy between the ions and atoms via their

interactions in such a system is studied and the intrinsic stabilization of the

system using these interactions is demonstrated and characterized. This sets a

platform for the further study of problems related to ion-atom collisions, cold

chemistry and many body physics.
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CHAPTER 1

Introduction

1.1 Overview

The study of interactions in cold dilute gases is a field of experimental physics

that has seen a lot of technological developments in recent years. The low tem-

peratures of the order of a few hundred micro kelvin and the corresponding

low kinetic energy of the constituents makes these ensembles ideal for study-

ing interactions and quantum phenomena as opposed to ensembles at higher

temperatures where many of the effects are obscured. The techniques of laser

cooling and trapping have been extensively developed for both ions and neutral

atoms with promise in a variety of applications.

The cooling and trapping of ions and atoms have a number of similarities in

terms of the experimental techniques and the physics they address. Individu-

ally, cold atom physics as well as cold ion physics are both sufficiently advanced

for investigating some of the most exciting problems, ranging from sensitive

tests of QED, fundamental interactions and symmetries at one end to many

particle physics at the other [13, 14, 15, 16]. An emerging area of research is

the cold and ultra-cold chemistry with atoms, ions and molecules as the prin-

cipal material ingredients [1]. In this context, mixed systems of cold atoms and

ions [2, 3, 4, 5, 6, 7] act as a test bench for studying ion assisted cold chem-

istry [8, 9, 10, 11] and novel many body phenomena [12].

The idea of trapping ions and cold atoms simultaneously with spatial over-

lap was originally proposed and developed by Smith et.al. [2]. Subsequently,

different aspects of such combined ion-atom systems have been studied exper-

imentally in various groups worldwide. Cold ion-atom collisions have been
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studied between different isotope combinations of Yb and Yb+ in laser-cooled

thermal ensembles [4]. The technology of immersing a single trapped ion in a

BEC has been demonstrated [5, 6] and the ion has been used as a probe for the

atoms [6]. Cold chemical reaction kinetics have been experimentally studied for

mixed species of ions and atoms [10, 11]. In addition there have been studies on

the dynamics of trapped ions in the presence of micromotion heating in buffer

gases [17, 18].

1.2 Motivations

The primary motivation for the present work is to experimentally explore the

interactions that manifest in a mixed system of atoms and ions. Such a mixed

system can be used to study the ion-atom collision dynamics, the interactions

between the atoms in the presence of ions and cold chemical reactions such

as the formation of molecules and molecular ions. The presence of ions inter-

spersed in a cloud of atoms is potentially a microscopic, many-centred aggrega-

tion mechanism, mediated by the Stark interaction, to reduce the inter atomic

spacing and enhance the interactions between the atoms.

1.3 Objectives

The key objectives that the present work aims to address are enumerated as

follows:

• To design a combined trap that can confine 85Rb+ ions and cold atoms

simultaneously with spatial overlap.

• To construct such a combined trap and demonstrate its operation.

• To develop techniques for detection and diagnostics of the trapped species.
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• To characterize the above trap to function as an instrument to study ion-

atom interactions.

• To identify and formalize the ion-atom interactions that are relevant to the

experimental system.

• To study the exchange of energy between the ions and atoms via their in-

teraction and explore the possibility of cooling the ions by the cold atoms.

• To experimentally study the time-evolution of ion populations in the pres-

ence and absence of atoms and look for signatures of ion cooling.

• To understand the experimental observations using numerical calcula-

tions and models.

1.4 Organization of the thesis

The first part of this work mainly deals with the design, construction and oper-

ation of a combined ion-atom trap that can be used as a platform to study ion-

atom interactions. We design the combined trap by suitably adapting two inde-

pendently established technologies of ion and atom trapping namely the linear

Paul trap and the Magneto-Optical trap (MOT) respectively. The combination

of the two traps introduces additional constraints on the ion trap introducing

significant deviations from the conventional designs. The second chapter of

this thesis describes the design considerations and the numerical simulations

that validate this design.

The third chapter describes in detail the actual construction and operation of

the combined trap as an instrument to study ion-atom interactions. The vacuum

system, the different components of the trap such as the lasers and electronics,

the detection of the ions and atoms and the calibration of the instrument are

discussed.
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The latter part of the thesis focusses on the aspects of the ion-atom interac-

tions and a method to cool the ions via these interactions. The fourth chapter

establishes the formalism for describing the two important ion-atom interaction

channels namely the elastic collisions and the resonant charge exchange colli-

sions.

In the fifth chapter we propose and experimentally demonstrate a hypothe-

sis for cooling the ions by collisions with the cold atoms in the MOT. The exper-

imental data is modelled wherever possible and numerical simulations incor-

porating the ion-atom collisions are used to verify the hypothesis and to fortify

the observations.

The thesis concludes with an outlook on the future directions of research

that can possibly be undertaken using the system and the techniques discussed

in this work.
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CHAPTER 2

Design of the Ion trap

2.1 Introduction

For constructing the experimental set-up that facilitates the goals envisaged in

the previous chapter, the basic cornerstone is an ion-trap that can also accom-

modate a separate trap for the atoms. The atoms can be trapped in different

energy regimes using different techniques of cooling and trapping. Depending

upon the energy regime and the species, the atomic ensemble can be a classi-

cal thermal ensemble, a Bose-Einstein condensate or a Fermi-degenerate gas.

The latter two ensembles lie in the regime of high phase-space density typi-

cally at ultra-cold temperatures and usually referred to as quantum degenerate

gases [14, 19, 20, 21]. Due to the high degree of overlap of the matter waves

of the individual atoms, these ensembles are collectively sensitive to local per-

turbations such as scattering events and external electric and magnetic fields.

A single collision with an extraneous particle or a photon can potentially de-

stroy the quantum degeneracy of the whole system. For the same reason, the

detection of atoms in such ensembles has to be done indirectly thus increasing

the technical complexity. In contrast, generating a classical thermal ensemble of

atoms is technologically simpler and temperatures of the order of a 100µK are

feasible. We choose a very established technology, namely the magneto optical

trap (MOT), to cool and trap atoms into a thermal cloud [22]. A cold thermal

cloud of atoms in a MOT is a more robust system for studying collision phenom-

ena at low energies that are not specifically related to the quantum statistics and

non-local correlations of the atoms. The presence of small external fields such

as those of the ion trap and the collisions with ions do not destroy the nature of
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the ensemble and a direct observation of the scattered light from the atoms is

possible.

The most efficient way of trapping ions is by forces that act upon its charge.

The force can be either due to electric or magnetic fields. By Earnshaw’s the-

orem, a purely static electric field configuration cannot be used to confine an

ion. Depending upon the type of force used, the technology for trapping of ions

broadly falls into two categories namely Paul traps and Penning traps [23]. In a

Paul trap, a combination of static and time-varying electric fields is used to dy-

namically trap the ions. Different electrode shapes and voltage configurations

are used depending upon the desired properties of the experiments. In a Pen-

ning trap, a static homogeneous magnetic field (of the order of a Tesla) is used

in combination with a static electric field to confine the ions. The Penning trap

is the trap of choice in many experiments involving precision measurements of

mass and g-factors of ions and electrons. [23]

In order to achieve the full functionality of trapping the atoms in spatial

overlap with the ions, the ion trap design in our experiment does not, in general,

conform to the conventional designs. So it becomes essential to carefully design

the system and perform numerical simulations of the trapping parameters to

determine the valid regimes of effective ion-trapping. This chapter describes

in detail the mechanical design of the ion trap, the numerical simulations that

validate the design and the hence determined ion-stability diagrams.

2.2 Trap design

2.2.1 General considerations

The design goal of the ion-trap is to achieve confinement of Rb+ ions with a

provision to also accommodate relatively heavy positively charged ion species

like K+, Cs+ and Ca+ and their associated molecular ions. The technology
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of choice for confining the cold atoms in spatial overlap with the ions is the

Magneto-Optical Trap (MOT). To this end, the ion-trap should have high solid

angle of optical access to allow the MOT cooling and repumper beams. The

MOT requires a quadrupolar gradient magnetic field of modest magnitudes

(∼ 10Gauss/cm). The system has to be compact so that currents in the coils

that generate this magnetic field are small to avoid elaborate cooling appara-

tus. The presence of any other strong magnetic field would shift the zero of this

quadrupolar field out of the capture region thus compromising the operation

of the MOT. Hence using constant magnetic fields to confine the ions as in Pen-

ning traps is ruled out. The magnetic fields required in Penning traps is quite

high (∼ 1T) and this would only increase the complexity of the system with

issues like magnetic field stability, limited optical access and magnetization of

the vacuum chamber components. This means that the ions have to be confined

by a suitable combination of time-varying and static electric fields. A widely

used ion-trap geometry that, in principle satisfies these requirements is the lin-

ear Paul trap. This general trap geometry consists of four parallel quadrupole

electrodes which are fed with a time-varying voltage to achieve radial confine-

ment and two end-electrodes which are biased with a positive DC voltage to

effect axial confinement. This geometry also has the added advantage that the

RF node is a line along the axis of the ion trap. The detection of the ions also

needs to be considered while designing the ion trap geometry. We are mostly

interested in the ions derived from the Group 1 elements in the periodic table.

These ions have a closed shell electronic configuration. Therefore the first the

electronic transition wavelengths are deep in the ultraviolet or the X-ray region

of the electromagnetic spectrum. Hence it is not practical to optically detect

or laser cool the alkali ions. In the absence of optical detection, the other op-

tion is to detect them on a charge-particle detector. The idea is to steer the ion

that is initially in the ion trapping region onto an external detector where it can

be detected on impact. In the process, we should also ensure minimal loss of
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ions. When the end-electrodes are not biased, the linear quadrupole rods act

as a mass-filter and provide a radially confining “track” for extracting the ions

along the central axis. With this detection strategy, the end-electrodes must al-

low the ions to pass through. Hence the end-electrodes were designed to be

hollow cylinders. The distance between the end-electrodes has to be such that

four of the MOT beams have to be accommodated to orthogonally intersect at

the centre of the ion trap. Also the spacing between adjacent quadrupole elec-

trodes and their diameter have to be designed such that the the MOT beams can

pass through. The whole ion-trap has to be immune to stray magnetic fields,

eddy currents, must be thermally stable, mechanically rigid and at the same

time ultra high vacuum (UHV) compatible. The system of electrodes must also

have a high degree of alignment with respect to each other and to the rest of the

experiment. The above considerations determine the geometric structure and

the materials used in the construction of the ion trap.

2.2.2 The mechanical design and construction

The platform for mounting the ion trap is a custom-manufactured vacuum cham-

ber from Kimball Physics (MCF600-SHD20000.16). This is illustrated in Fig. 2.1

along with the co-ordinate axes. This chamber is in the form of a flat cylinder

and consists of sixteen radial ports in addition to the top and bottom ports. This

chamber has the advantage that the magnetic coils required for the magneto-

optical trap can be placed outside of vacuum but almost flush with the top

and bottom viewports and the distance between the coils is very small hence

enabling the generation of the required magnetic field gradients with minimal

current. This also avoids the complication of water-cooling of the coils since it

runs on a current of a few amperes. The centres of the ion trap and the MOT

have to coincide with the centre of the chamber and also the axis of the ion

trap has to be coincident with the axis of one of the radial through-ports of the
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Figure 2.1: Experimental Schematic: Schematic diagram of the hybrid, ion-atom trap,

within the experimental chamber. The diagram is not to scale. The ion trap axis is

oriented along the z-axis. The magnetic field coils for the MOT (not shown) are external

to the vacuum system, mounted symmetrically from the origin coaxial with the y-axis.

A CEM for ion detection, is mounted coaxial with respect to the ion trap axis, in the

-z direction from the origin. The horizontal MOT beams intersect the z-axis, at the

origin, with 45 and 135 degree angles. The vertical beam intersects this arrangement

orthogonally. The ports are labelled to illustrate the relative positions of the various

components of the experiment as follows. (a) alkali atom dispensers, (b) the blue light

source, (c) MOT imaging and fluorescence measurement, (d) Nd:YAG ionization ports,

(e) the vacuum pump connection, and (f) feedthroughs.
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chamber.

The four quadrupole rods each of diameter 3mm and length 71mm are ma-

chined out of SS304. The ends of each rod are threaded for a length of 3mm. The

axis to axis spacing between adjacent rods was designed to be 13mm. This rela-

tive alignment between the rods is maintained by two insulating disks of thick-

ness 3mm and diameter 25.4mm that have four holes each to accommodate the

rods with a slide fit insertion. These are machined out of Macor R© glass ceramic

(RS: 158-3118). The ceramic disks are fixed onto the chamber with the help of

a few coupling elements and groove grabbers (Kimball Physics: MCF600-GG-

CR04-A). The groove grabbers have a slot which can be tightened to latch on

to grooves that run along the inner rims of the flat-cylindrical chamber. The

quadrupole rods are fixed onto the ceramic disks by nuts fastened on both their

threaded ends. The tightening force of the coupling of the ceramic disks onto

the chamber pulls them away from the centre of the ion-trap and the tightening

force of the nuts on the ends of the quadrupole rods pushes them towards the

centre. This, when done carefully, can give a very good quality of self-centering

of the entire ion trap assembly. This also ensures that the ion trap centre is co-

incident with the centre of the chamber, within the limits of the machining pre-

cision. The only remaining degree of freedom is the angular position of the ion

trap axis with respect to the chamber’s ports. This angular alignment is done

carefully with a graph sheet referenced to the chamber’s outer surface. The

relative alignment between quadrupole rods is initially maintained by custom-

made jigs before securing the whole assembly. This gives an added level of

alignment accuracy. The end-electrodes are machined from SS304 in the shape

of hollow cylinders. Each cylinder has a slit of width 1mm along its length

(such that the cross-section is not a full ring) to avoid eddy currents that would

be generated by the time-varying fields of the ion trap if the loop was full. These

end-electrodes are held by a push-fit arrangement into central holes in the ce-

ramic disks described above. The ceramic disks are cut away on their sides to
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accommodate the radial MOT laser beams. Pure uncoated copper wires with

their surface freshly rinsed with hydrochloric acid are used to make all the elec-

trical connections in the chamber. Small segments are cut out of a glass capillary

tube and strung all along the length of the wires. These glass “beads” give good

electrical insulation, can resist high temperatures during bake-outs and also due

to the segments being small, the ability to pump the volume inside them is not

compromised.

For the detection of the ions, we chose a channel electron multiplier (CEM)

which can give a current pulse at its output whenever an ion impinges on its

sensitive area. A micro-channel plate (MCP) could as well serve the purpose,

with the added advantage that even the spatial point of ion incidence can be

detected with suitable anode-encoding. But owing to the small size of our sys-

tem and also the relatively larger “dead time” of the MCP, we chose to detect

the ions with a CEM. Also, a smaller dead time is a better option when a large

number of ions are to be detected with sufficient time resolution within a small

time window. The CEM (Dr.Sjuts: KBL-10RS) is compact and fits into a conical

reducer nipple which is attached to the main chamber. There is sufficient clear-

ance between the funnel of the CEM, which would be biased at a high voltage,

and the chamber-reducer assembly, which is to be maintained at ground poten-

tial.

The components mentioned above are labelled in Fig. 2.1. The mechanical

designs for each of these components with the detailed dimensions is given in

appendix A.

2.3 Numerical simulation of the trapping

The design of the ion trap described above is quite different when compared to

the conventional linear Paul trap. Some of the significant deviations are: (i) The

diameter of the quadrupole electrodes is very small compared to their spacing.
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Figure 2.2: The biasing scheme for the quadrupole rods illustrated in cross-section view.

The drive RF sinusoidal voltage of equal amplitude is applied on all the four electrodes.

The voltages on diagonally opposite electrodes are in phase and adjacent electrodes are

180◦ out of phase. The end-electrodes (not shown) are biased with a positive DC voltage

to achieve Z-axis trapping of positive ions.

This means that the potential in the X-Y direction has higher order components

in addition to the quadrupolar component. (ii) The spacing between the end-

electrodes is quite large, giving a relatively shallow Z-axis trap depth.

2.3.1 The potential

To validate the feasibility of trapping Rb+ ions in this trap, we simulate the

motion of a single ion in a potential corresponding to the proposed ion trap op-

erating point. The trapping is effected by biasing the quadrupole rods as shown

in Fig. 2.2. The XY potential is a saddle at any given instance of time, as plotted

in Fig. 2.3. The end-electrodes are maintained at a positive DC potential. As

time progresses, the applied time-varying voltage with a phase difference of π

between adjacent quadrupole electrodes gives a rotating saddle in any plane

parallel to the XY plane. This results in a dynamic trapping of the ion in the X-
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Figure 2.3: A contour plot of the numerically solved potential in the XY plane for our

ion trap geometry. The discrete potential array is first solved in Simion 7 and then

interpolated in Mathematica. The circular regions of uniform potential correspond to

the cross-section of the quadrupole electrodes of the trap.

Y directions in a particular range of amplitudes and frequencies of the applied

voltage waveform. The ion motion in the X-Y directions comprises of a macro-

motion component and a small micromotion component. Close to the central

axis of the trap, the time-averaged force experienced by the ion can be approx-

imated by a force corresponding to a static secular harmonic potential. The ion

oscillates in this “pseudo-potential” at the frequency of the macromotion os-

cillation. The potentials at a given instant of time are obtained by solving the

Laplace equation for the boundary conditions corresponding to the voltages on

the electrodes.

These potentials are calculated in the software package Simion 7. Here we

briefly describe the computational procedure. We refer the reader to the Simion

7 manual [24] for more details about the package. The geometry of the elec-

trodes and their respective voltages are defined in a geometry file (.GEM file).

All the conductors in the vicinity of the ion trap have to be incorporated in or-

der to get the correct values of the numerical potential. The three dimensional
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Figure 2.4: The Simion 7 rendering of the ion trap geometry with all the other conduc-

tors in the vicinity is shown in the perspective view. The diagram on top shows the full

chamber with the CEM detector. The diagram at the bottom is a zoomed in segment

showing only the ion trap assembly.
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Figure 2.5: The profile view of a section of Fig. 2.4 including the CEM detector is shown.

In this PA, the loci of the trajectories of multiple ions trapped for a finite time and then

extracted onto the detector is also shown. The different ion trajectories are shown in

different colours.

perspective views of the geometry of the ion trap is rendered in Simion 7 as

shown in Fig. 2.4. The basic numerical entity in Simion 7 is a three-dimensional

array representing the discretized version of the entire trapping region called

as a potential array. A potential array (PA) for the given electrode-geometry

is generated and a modified Runge-Kutta 4th order method is used to numeri-

cally solve for the potential from the Laplace equation in Simion 7. This process

of solving for the exact potential starting from an initial array containing only

the potentials of the electrodes is called refining of the potential array. A static

interpolated potential array for our ion trap geometry is illustrated in Fig. 2.3.

Time varying voltages are treated in two different ways: (i) Using the Simion

fly’m feature and (ii) Superposition potential arrays separately.

Using fly’m:

In the geometry file, different electrodes are assigned voltages as 1V, 2V,... etc..

irrespective of the actual voltage to be simulated. Now the potential array for

this is refined and saved as a *.PA# file. This PA# file is loaded as a new po-

tential array and refined again. Simion generates and saves a separate potential

array for each electrode defined as 1V, 2V, etc.. as *.PA1, *.PA2,... respectively

and an additional *.PA0 file which is meant for dynamically storing the resul-

tant array combining all these time-varying arrays. The time-varying voltages
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on the individual electrodes can be incorporated by writing a *.PRG program

file of the same name as the *.PA0 file. Alternatively, a simpler, higher level *.SL

program can be written and compiled into an equivalent low level *.PRG pro-

gram. Whenever the PA0 file is loaded in the “view” section of Simion 7, the

corresponding PRG file is also loaded. The feature “Fly’m” will automatically

identify all the variables defined in the program such as the various amplitudes

and frequencies just before execution. Also, the time-varying voltages on each

electrode is automatically incorporated as defined in the *.PRG program. The

trajectory of the ion(s) can be solved for a stipulated amount of time and also

recorded. Special events on the ion trajectory such as crossing of a plane, ion

splatting and so on can also be recorded. The mass, charge, initial position, ini-

tial velocity and other parameters of each ion can all be defined in a separate

*.ION file with the stipulated format. A typical set of loci of the trajectories of

many ions generated using the Fly’m feature is illustrated in Fig. 2.5.

Separate superposition of PA’s:

In this method, a separate geometry file is made for each electrode with only

that particular electrode set to 1V and all the others kept at ground potential.

The geometrical features are the same in all the files but only the voltages de-

clared are different. These geometry files are individually loaded in to Simion

7 and a *.PA file is generated, refined and saved. From here on, the super-

position of these voltages is done in a different programming language. The

advantage of isolating the processes of PA refining and superposition is that

external fields and forces other than that of the ion-trap electrodes can also be

included into the trajectory calculations. For instance, we could easily incorpo-

rate the force on the ion due to the MOT magnetic field using this method. We

used Mathematica to interpolate the potential array corresponding to each elec-

trode and form a grand superposition. For example, one diagonally opposite

pair of quadrupole rods are clubbed as one electrode and set to 1V in the file
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labelled as q1.GEM, the other pair as q2.GEM, the end-electrodes as ec1.GEM

and ec2.GEM and so on. A potential array for each *.GEM file is generated,

refined and stored as q1.PA, q2.PA and so on. Now in Mathematica, these po-

tential arrays are converted to a form identified by the program and interpo-

lated to obtain Vq1(x, y, z), Vq2(x, y, z) and so on. These interpolated functions

are weighted by their respective time-varying voltages and superposed into a

total potential Vtot(x, y, z, t)defined as

VRF
[
Vq1(x, y, z)−Vq2(x, y, z)

]
cos ΩRFt + Vec1Vend1(x, y, z) + Vec2Vend2(x, y, z).

2.4 Stability diagrams

It is very important to determine the range of voltages and frequencies over

which the ion can be stably trapped. These are the standard stability zones.

Since our ion trap design is geometrically different compared to the standard

linear Paul traps, we can expect the stability diagrams also to be quite different.

First we will briefly review the stability diagram of an ideal linear Paul trap.

2.4.1 The ideal stability diagram

The ideal quadrupolar potential of a linear Paul trap with rods having hyper-

bolic cross-section in the X-Y plane is of the form,

φ(x, y, t) =
x2 − y2

2R2
0

(UDC + VRF cos ΩRFt) (2.1)

where R0 is the radial distance of the electrode from the centre of the trap, VRF

is the amplitude of the radio frequency voltage, ΩRF its frequency and UDC is a

DC offset for the radiofrequency voltage. By making the substitutions,

ax = −ay =
4QUDC

mIΩ2
RFR2

0
, qx = −qy =

4QVRF

mIΩ2
RFR2

0
, τ =

ΩRFt
2

(2.2)
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Figure 2.6: The first stability region in the radial direction for an ideal linear Paul trap.

This region terminates at a value 0.908 of the dimensionless parameter qr.

the motion of an ion of mass mI and charge Q in this potential can be described

by the Mathieu equations

d2x
dτ2 + (ax + 2qx cos ΩRFt)x = 0 ,

d2y
dτ2 + (ay + 2qy cos ΩRFt)y = 0. (2.3)

The Mathieu equations inherently have regions of ax and qx where solutions are

real and non-divergent. These are designated as the first stability region, second

stability region and so-on. The first stability region for an ideal potential of the

form of Eqn. 2.1 is shown in Fig. 2.6. Since in our trap we will be dealing with

mostly UDC = 0, the relevant region of the stability diagram is the a = 0 axis.

On this axis, the first region of stability starts at q = 0 and ends at q ≈ 0.908.

This is consistent with the definition of R0 in the potential.

2.4.2 Scaled stability diagram

In our trap, as discussed in the design section, apart from the fact that the rods

are circular in cross-section, the spacing between the rods is much larger than

the diameter of the rods. This means that the actual trap potential in the X-Y
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plane cannot be not fully described by the form of Eqn. 2.1. The definition of R0

also cannot be taken as the radial distance of the electrodes from the centre. To

determine the actual stability diagram in the X-Y plane, we simulated the ion’s

trajectory on a computer for different trapping parameters. The potential was

calculated as described in section 2.3.1 using the second method, i.e. superpos-

ing the different PA’s in Mathematica. Now, the total potential Vtot(x, y, z, t) is

an interpolating function object in Mathematica, which can be treated like any

standard function. The NDSolve function is used to numerically solve for the

differential equations of motion for the ion given by

mI
d2x
dt2 = −Q

∂

∂x
Vtot(x, y, z, t)

mI
d2y
dt2 = −Q

∂

∂y
Vtot(x, y, z, t)

mI
d2z
dt2 = −Q

∂

∂z
Vtot(x, y, z, t) (2.4)

Since the frequency of the time-varying field is quite low, we consider the ion’s

motion in a quasi-electrostatic framework, wherein the electromagnetic nature

of the oscillating field is neglected. We solve for the motion of the ion for typ-

ically a few hundred RF cycles. A stability condition is imposed on the ion’s

trajectory in this time interval where, if the ion goes outside a certain bounding

sphere of radius rbound, it will be considered an unstable trajectory. The value of

rbound is decided such that it represents a realistic stability condition and at the

same time maintaining computational simplicity. The initial position of the ion

in the X-Y plane is randomly assigned to lie in a region very close to the origin

and the initial velocity is taken to be zero. The initial position and velocity in

the Z-direction is assumed to be zero. Also, the voltage on the end-electrodes is

assumed to be zero. The ion’s trajectory is calculated for different values of VRF

and UDC to span the entire region of stable trapping with ΩRF = 400kHz. If we

take the radial distance of the electrode from the centre as the value R0, which

for our trap dimensions is ≈ 7.69mm, the stability region ends at q ≈ 0.56 as
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Figure 2.7: The first stability region in the radial direction for an ideal linear Paul trap.

This region terminates at a value 0.908 of the dimensionless parameter qr.

shown in Fig. 2.7. To make this terminate at the value q = 0.908 as prescribed

by the Mathieu stability criterion, the value of R0 has to be scaled accordingly

to give R′0 = 6.04mm. Physically, this is the radius at which the ideal quadrupo-

lar potential defined in Eqn. 2.1 would reach the voltage that is applied on the

electrodes. The ideal and the actual potentials match near the central axis but

deviate as we go radially way.

Stability diagram with magnetic field

The gradient magnetic field B(x, y, z) = Bx(x, y, z)x̂ + By(x, y, z)ŷ + Bz(x, y, z)ẑ

required for the MOT is calculated for our configuration (as discussed in sec-

tion 3.2.2) and the stability diagram in the X-Y plane is determined with the

Lorentz force on the ion due to the magnetic field also incorporated into the

equation of motion as

mI
d2x
dt2 = −Q

∂

∂x
Vtot(x, y, z, t) + Q(

dy
dt

Bz(x, y, z)− dz
dt

By(x, y, z))

mI
d2y
dt2 = −Q

∂

∂y
Vtot(x, y, z, t) + Q(

dz
dt

Bx(x, y, z)− dx
dt

Bz(x, y, z))

mI
d2z
dt2 = −Q

∂

∂z
Vtot(x, y, z, t) + Q(

dx
dt

By(x, y, z)− dy
dt

Bx(x, y, z)) (2.5)
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Figure 2.8: The calculated ar − qr stability diagram for ions in the trap potential. A

filled point at each {ar, qr} indicates a stable trajectory at that operating point and these

points constitute the region of stability. (a) shows the points of stable trajectories in

the absence of the magnetic field and (b) in the presence of a gradient quadrupolar

magnetic field of 24 Gauss/cm. The regions of ar − qr space that support trapping of an

ion in the two cases are almost identical.
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The scaled stability diagrams with R′0 = 6.04mm in the presence and absence of

the magnetic field are shown in Fig. 2.8.

For the full three-dimensional potential, the harmonic potential created by

the end electrodes leads to fringing of the XY potentials near the end electrodes

introducing a coupling between the XY and Z components. Near the centre, it

is still a good approximation to decouple the radial and axial motions and treat

them independently.

The numerical solution of trajectories using the interpolated potentials de-

scribed above is highly time-consuming. In certain simulations such as the ones

described in Chapter 5, we can approximate the full three-dimensional potential

of our trap by an analytical expression of the form

U(x, y, z, t) ≈ VRF

2R2
0
(x2 − y2)cos(ΩRFt) +

κVec

Z2
0
[z2 − 1

2
(x2 + y2)] (2.6)

A fit of the above analytical potential to the numerically calculated potential

yields R0 = 5 mm. With Z0 ≡ 25.5 mm the geometric parameter κ ≈ 0.11 is

calculated for the trap. The sense of the x and y axes in this expression is rotated

by 45◦ from those shown in Fig. 2.1 with the z-axis remaining the same.

22



CHAPTER 3

Experimental Setup

The confinement of ions and atoms in spatial overlap requires carefully worked

protocols for implementing the design described in Chapter 2, creating the ion

and atom species, loading their respective traps, diagnosing them and perform-

ing the experiments that probe the ion-atom interactions. In this chapter we

shall describe in detail the construction and operation of the experimental set-

up as a whole. We discuss the construction of the vacuum system, the laser

systems involved and their associated electronics, the magneto-optical trap and

its properties, the characterization and operation of the ion trap and detection

of ions and the generic sequence of performing an ion-atom experiment.

3.1 The vacuum system

Our aim is to pump the main vacuum chamber described in Chapter 2 to a pres-

sure of less than 10−11mBar which is usually categorized to be in the ultra-high

vacuum (UHV) regime. To create this vacuum and measure the pressure many

other components and instruments have to be incorporated in the vacuum sys-

tem. A schematic diagram of our set-up is shown in Fig. 3.1. The whole system

is mounted on a vibration isolation optical table with tuned damping (Newport:

RS4000). The entire vacuum system is based on the conflat technology, wherein

every joint between different components is sealed by tightening flanges such

that their corresponding knife-edges bite into copper gaskets placed at the joint.

All vacuum components are thoroughly washed in a sonicator with soap, dis-

tilled water, acetone and methylene in that order to make sure that there is no

undesirable substances like grease or oil sticking to the surface. Then they are

assembled carefully making sure that no vacuum joint is being stressed by their
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weight or any extraneous torques. We use powder-free latex gloves to assemble

in-vacuo components. The flanges especially those corresponding to viewports

are tightened with the prescribed torque using a torque-wrench. Once the sys-

tem is fully assembled and tightened, we use four different types of pumps

operated in a particular sequence described below, to achieve the required vac-

uum. The pressure inside the system is measured primarily with an ioniza-

tion gauge(Varian: UHV-24) shown in Fig. 3.1 and cross-checked with a cold-

cathode gauge that is attached to the mouth of the turbo pump during the time

of operation of the turbo pump.

3.1.1 Pumping sequence

Roughing and initial turbo operation

The process of attaining a steady state pressure of less than 10−11mBar requires

a sequence of steps in which the pressure is progressively reduced according

to the range of operation of the appropriate pump. We first use a diaphragm

pump to first pump the system to a pressure of about 10−1mBar. This is also

called as a “roughing pump”. Now in this range, we operate a turbomolecular

(turbo) pump to further reduce the pressure to about 10−7mBar. We use a tur-

bomolecular pump (Pfeiffer: TMU 071) that can pump nitrogen at a rate 59l/s

with its accompanying diaphragm pump (Pfeiffer: MVP 015-2).

Bake-out

At this stage we have to address the issue of outgassing of the components in-

side of vacuum. Outgassing is a phenomenon where contaminant gases that

are trapped on the inner surface of the system start slowly escaping from the

surface over time and hence eventually degrade or limit the ultimate vacuum.

The chief gases that are usually involved are water vapour which is adsorbed

on the surface due to the humidity in the atmosphere and hydrogen which gets
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trapped in the bulk of stainless steel during its manufacturing process. To elim-

inate these gases, the outgassing rate has to be temporarily accelerated while

still pumping the system. A standard way to do this is to heat the entire system

to a high temperature so that the vapour pressure of the contaminant gases in

the vacuum system is increased and they are quickly pumped out. This process

of heating is commonly referred to as a “bake-out”. To eliminate the hydrogen,

the temperature of the bake-out is around 400◦C and for the water vapour it is

about 150◦C. Since in our system there are components which cannot withstand

very high temperatures, we perform only the bake-out at 150◦C for a steady pe-

riod of at least 48hours exclusive of the intervals where we gradually raise and

lower the temperature. The turbo pump is kept operational during this entire

process. When the system is back to room temperature again, the turbo pump

operation is continued till there is no appreciable change in pressure over a long

time. The pressure in our system stabilizes at about 10−9mBar within a few days

of pumping after the bake-out.

Sublimation pump

The section of tubing labelled as Titanium sublimation pump in the front view

of Fig. 3.1 contains Titanium filaments (Varian). These filaments are heated for a

few minutes by passing high current pulses ∼ 50A and the inner surface of the

tube gets coated with a film of the sublimated Titanium. Because the Titanium

is a getter, any gas molecules that collide with the surface will form a stable

compound and stick to the surface. After a few cycles of sublimation over a pe-

riod of a few hours, the pressure in the system is reduced by nearly two orders

of magnitude. Throughout this process, the turbo pump is still operational.

Ion pump

The final stage in the vacuum is to fully transfer the operation to an Ion-pump

(Varian: VacIon Plus 919-1210). The ion pump can achieve ultimate pressures of
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Figure 3.1: The schematic of the vacuum system. The entire system is based on con-

flat technology. Only the bare system without the mounting is shown. The different

components are carefully mounted and secured on an optical vibration isolation table.

about 10−11mBar. While the turbo pump is running and the sublimation pump

has already been fired, the ion pump is switched on. This initially introduces a

small increase in the pressure. Once the pressure equilibrates, the turbo pump

is decoupled from the system by using an all-metal seal valve shown in the top

view of Fig. 3.1. Now the system is being pumped only by the Ion pump and

this is the steady point of operation for all the experiments. The option of firing

the sublimation pump again is always available if we are required to further

reduce the pressure.
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3.2 The Magneto Optical trap

The Magneto-Optical trap (MOT) is our device of choice to confine the Rubid-

ium atoms in our system. We use the standard configuration of six independent

laser beams that intersect at the centre of the combined trap along the six carte-

sian directions. The frequency of the lasers have to be tuned and stabilized to

specific values to effectively cool and trap the atoms. The point of intersection

of the laser beams coincides with the centre of a quadrupolar magnetic field

produced by a pair of anti-Helmholtz coils. Below, we first describe the Laser

systems used and the features of the magnetic coils. Then we give the details

of the operation of the MOT including the diagnostics for the number of atoms

and their density distribution.

3.2.1 Lasers

The lasers required for the MOT and all the associated apparatus for processing

the light are mounted on a separate vibration isolation table (Newport: RS2000).

The laser beams for the MOT are a combination of two frequencies of light cor-

responding to the cooling and repumper hyperfine transitions of the Rubidium

D2 series. The fine-structure transition wavelength in vacuum for this series is

780.24nm. The two frequencies are generated by separate external cavity diode

lasers (ECDL) in the Littrow configuration and combined in a non-polarizing

beam splitter. Fig. 3.2 illustrates the transitions that we use as cooling and re-

pumper. The cooling laser frequency corresponds to a closed-cycle transition

from the 52S1/2:F=3 state to the 52P3/2:F′=4 state. When the atom is pumped

to the excited F′=4 state of this transition, the dipole selection rules forbid it to

decay to any state other than the ground F=3 state. But due to higher order

transitions, on an average once in every ten thousand closed cycles, the atom

gets pumped to the ground F=2 state. The repumper laser is tuned to the tran-
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Figure 3.2: The hyperfine splittings of the ground and first excited fine structure energy

levels of the valance electron in a 85Rb atom

sition from the 52S1/2:F=2 state to the 52P3/2:F′=3 state. An atom that has found

its way into the dark 52S1/2:F=2 state will be excited to the 52P3/2:F′=3 state by

the repumper laser. From this state, there is a good chance for the atom to de-

cay into the 52P3/2:F′=3 state and again engage into the cyclic transition. So the

repumper laser effectively plugs the leakage of atoms from the cyclic transition.

For the cooling wavelength, we use a home-built ECDL which is schemati-

cally shown in Fig. 3.4. It consists of a laser diode (Thorlabs: GH0781JA2C) with

an uncoated output facet. This surface reflects back part of the light emitted

from the semiconductor junction to form an internal cavity within the diode.

The laser diode emits a diverging beam and the light is collimated using an

aspheric lens. The diode and the lens are mounted in a collimation tube (Thor-

labs: SR9C DB-9). The entire collimation tube is secured onto a brass plate
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Figure 3.3: The saturated-absorption spectrum of 85Rb shown for the

5S1/2:F=3↔5P3/2:F′ set of lines. The Doppler absorption is seen as a wide Gaus-

sian shape on which the lines are resolved at their natural linewidths. The lines are

marked in black and the crossovers are marked in brown. The crossover on which we

lock the cooling laser is marked in green.

which is cooled and maintained at a particular temperature from the bottom

using a Peltier cooler(Thorlabs: TEC3-6). On the same plate is also mounted a

diffraction grating (Thorlabs: GR13-1850) at an angle such that the first order of

diffraction is fed back to the laser diode and the zeroth order emerges at roughly

a right angle with respect to the incident beam. This creates an external cavity.

The grating’s angle can be changed by a small amount by the piezo-mechanical

element (PiezoMechanik bullet actuator) and hence the length of the external

cavity can be varied. With this we can scan across a small range of frequencies

typically about a few GHz about the centre frequency. A saturated absorption

spectrum is obtained from a Rb glass cell (Triad Technologies: TT-RB-75-V-P)

which acts as a reference to tune the laser as desired. We use electronic mod-

ules from Toptica Photonics for generating a stable diode current (DCC110),

the piezo voltage scanning (SC110), to maintain the diode at a steady tempera-

ture (DTC110) and to stabilize the laser to a particular frequency (PDD110 and
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Figure 3.4: The schematic top view of the home-built External Cavity Diode Laser

(ECDL). The entire assemble shown above is mounted on a brass plate. The temper-

ature of this plate is regulated by a peltier cooler underneath (not shown) and has the

provision for fine adjustment of height and tilt to enable the accurate alignment of the

first-order feedback from the grating.

PID110). For the repumper laser, we use a commercial ECDL (Toptica: DL100)

in addition to a separate set of all the above mentioned modules.

Frequency stabilization

The lasers described above are subject to drifts in the emission frequency due to

various external factors such as small fluctuations in temperature of the diode,

mechanical vibrations and electronic thermal drifts. So it is essential to provide

an active feedback to the laser to keep it “locked” at a certain frequency. We

use the saturated absorption spectrum of Rb to identify the atomic resonances

and these provide a reference point for the feedback. A Pound-Drever-Hall

system (Toptica: PDD110) is used to generate an differentiated signal of the

atomic resonance spectrum. At the top of an atomic resonance, the correspond-

ing differential has a zero-crossing and hence the laser can be fed back such that
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Figure 3.5: The schematic of the setup used to lock the frequency of the ECDL at a

specific detuning from an atomic resonance.

the differential is maintained at zero. A proportional-integral-differential (PID)

regulator (Toptica: PID110) is used to automatically keep the laser frequency

locked to a particular atomic resonance.

Frequency shifting

For the proper operation of the MOT, the cooling laser has to be detuned about

10 to 20MHz red of the cooling transition. But in the method of frequency sta-

bilization described above, it is essential to have an atomic resonance at the

particular frequency. To achieve the locking at a frequency detuned from the

atomic resonance, we perform a frequency shift operation on a fraction of the

cooling laser light power with acousto-optic modulators (AOM) as illustrated

in Fig. 3.5. The commonly available AOMs provide a frequency shift of a few

hundred MHz with an RF voltage of the corresponding frequency δ f being fed
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orthogonal to the laser beam direction. The output of the AOM consists of a

zeroth order beam which is at the input frequency f and sidebands that are

shifted by multiples of the RF frequency ( f ± δ f , f ± 2δ f and so on) and emerge

at different angles with respect to the incident beam. The AOMs are operated in

double pass mode where the first order beam is passed through a quarter wave-

plate and reflected back into the AOM using a concave mirror to produce an

additional shift resulting in a frequency f + 2δ f . The double-pass beam is out-

coupled from the other port of the polarizing beam splitter through which the

beam was initially fed in. This method of double pass makes the output beam

immune to angular changes as a result of changes in δ f . The first AOM (Isomet:

1206C) is operated at δ f = 112.5MHz and the output of this is fed into a second

AOM (Isomet: 1205C) which is operated on the -1th order at δ f = −90MHz.

This gives a resultant frequency of f + 45MHz. A saturated absorption spec-

trum of the frequency shifted output of the AOM stage is obtained and the laser

is locked on the crossover line in this spectrum. The crossover corresponds to

the one between the 52S1/2:F=3↔52P3/2:F′=4 and the 52S1/2:F=3↔52P3/2:F′=3

transitions. This crossover is detuned by 60.5MHz to the red of the cooling

transition. When the laser is locked on this crossover, the effective detuning of

the laser light is 15MHz red of the cooling transition. In effect we feed back

on the master oscillator from the frequency shifted beam. The other fraction

of the laser power which does not pass through the AOM stage is used for the

MOT. The repumper laser does not require any detuning and is locked on the

appropriate resonance line.

Laser power budget and coupling

We couple in a total cooling laser power of about 15mW for the six MOT beams.

The repumper power is kept at 3mW. The home built cooling laser gives a

power of 100mW and it needs to be mixed with the repumper laser in a 50:50

non-polarizing beamsplitter resulting in a 50% loss. To obtain a clean gaussian
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beam profile, we pass both the laser beams through a single-mode optical fiber

which has an efficiency of about 50%. After these two operations, the output

power is one-fourth of the input power. In addition the fraction of light going

to the AOM stage is substantial. In view of the the power budget, we are re-

quired to amplify the cooling light power. For this purpose, we use a tapered

amplifier (Toptica: BoosTA) which can give a maximum output power of two

watts. The output of the tapered amplifier is then coupled through a home built

fiber-coupler into a five metre long single mode polarization-maintaining opti-

cal fiber (Thorlabs:HB750) and taken to the table on which the vacuum system

is mounted. The repumper laser beam does not require any amplification and

is directly coupled into a separate fiber. The two beams are combined on the ex-

periment table and this resultant beam is expanded to a diameter of 10mm and

split into six equal parts using five sets of half waveplates and polarizing beam

splitters and aligned through the appropriate ports of the main vacuum cham-

ber as illustrated in Fig. 3.9. The polarization state of the beams emerging from

the polarizing beamsplitters is linear whereas circularly polarized light is re-

quired for the MOT. Quarter-wave plates are used to set the appropriate cicular

polarization states of the MOT beams with respect to the asymptotic direction

of the quadrupolar magnetic field along each beam axis.

3.2.2 Magnetic coils

To create the quadrupolar magnetic field for the MOT, we use a pair of matched

coils in anti-Helmholtz configuration. The diameter of the coils is a = 40mm

and the number of turns in each coil is n = 100. The coils are symmetrically and

co-axially placed on the top-side and bottom-side of the vacuum chamber with

a small gap from the respective viewports. If ic is the current passing through

each coil, the axial magnetic field at a point (ρ, φ, z) due to each coil is given in
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SI units by

Bz(ρ, φ, z) =
µ0nic

2π
√
(a + ρ)2 + z2

[
a2 − ρ2 − z2

(a− ρ)2 + z2E(m) +K(m)

]
(3.1)

where µ0 is the permeability of free space, E(m) and K(m) are the complete

elliptic integrals [25] of the first and second kind respectively with respect to

the parameter m which is given by

m =
4aρ

(a + ρ)2 + z2 (3.2)

In our experiments, the coils are connected in series and a current of ic = 2.8A

gives an axial magnetic field gradient of dBz/dz = 12Gauss/cm. Since the mag-

nitude of the current is quite low, we do not require any additional cooling in

the steady state of operation other than the ambient air circulation.

3.2.3 Loading of atoms

The alkali atom reservoir is a Rubidium getter (SAES: Rb / NF / 4.8 / 17FT10+10),

which emits the atoms on resistive heating by a few Amperes of current. The

MOT itself is loaded from the Rb vapour, which can either be directly emit-

ted by the Rb getter, or alternatively, using desorbed atoms from the walls of

the vacuum chamber by a process called Light Induced Atomic Desorption

(LIAD) [26]. In the latter method, the chamber is illuminated by a blue light

LED (Thorlabs: MRMLED) from a side port, as indicated in Fig. 3.9. The LED

illuminates over a wide angle at a central wavelength λLED = 456.5 nm and

∆λLED = 22 nm, full width at half maximum. In the presence of the blue LED

illumination, alkali atoms are desorbed from the cell walls due to LIAD [26],

which is known to increase in efficiency with decreasing wavelength over the

visible range [27]. The energy corresponding to a single photon of the blue light

is significantly below the ionization threshold for alkali atoms, so it contributes

to desorption but not direct ionization. The desorbed atoms are much colder
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than the atoms emitted from the resistively heated alkali getter. Unlike the get-

ter, the desorption method recycles the atoms already in the chamber, resulting

in better vacuum.

The getter loading method gives a larger vapour density and is used when

we require a large number of atoms loaded into the MOT. The getter is kept

on for about an hour prior to an experiment so that the vapour density in the

chamber reaches a steady state. The loading of the MOT in this case is controlled

by switching the cooling and repumper light on or off with an electromechanical

shutter (Thorlabs: SH05). When we want to load a smaller number of atoms into

the MOT but with better decay time, we use the LIAD method. Here, the BLS

can be switched on and off to control the loading and decay of the number of

atoms in the MOT. The getter loading is used in the experiments described in

Chapter 5 and the LIAD method is used in most of the calibration experiments

described in the present chapter.

3.2.4 Detection of the atoms

The atoms that are being cooled in the MOT constantly scatter the laser light in

all directions. The optical power from this fluorescence is typically in the range

of a few hundred picowatts to a few nanowatts and can be optically imaged

onto a low-light detector such as a photomultiplier tube, an APD or a femtowatt

detector. This optical signal from the trapped atoms can be used to determine

the number of atoms in the MOT and their density distribution.

Spatial filtering

There are a variety of paths through which stray light can get into the detec-

tor that measures the atom fluorescence, and offset this sensitive measurement.

The main cause comes from the scattering of the resonant cooling and repumper

laser light. This means that a lock-in detection will also not yield good results
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Figure 3.6: An illustration of the spatial filtering and imaging of the fluorescence from

the MOT onto a PMT and a CCD camera. The entire imaging apparatus is housed in a

black tubing (not shown) in order to minimize the amount of ambient and stray light

entering the active areas of the detectors.

since the laser beams which cause the fluorescence are also generating the unde-

sired noise. So we set up a spatial filtering imaging apparatus to minimize the

amount of scattered light reaching the detector. The schematic diagram of the

same is shown in Fig. 3.6. We use a photomultiplier tube (Hamamatsu Photon-

ics: R636-10) for detecting the spatially integrated fluorescence light from the

atoms. The fluorescence from the atoms is also imaged onto several CCD cam-

eras (Thorlabs: DC210) to track the position of the atom cloud in independent

directions. The blue light from the LIAD LED is blocked out from these de-

tectors using interference filters (Thorlabs: FL780-10) with a narrow pass band

about the laser line frequency.

Atom number and density measurements

Every individual component and the entire system is carefully characterized for

its transmission losses so as to determine accurately the total light flux from the
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MOT in the detector acceptance angle. The scattering rate of resonant light by

an atom can be approximated by [28],

R =
Γ(I/Is)

1 + 2(I/Is) + 4(∆/Γ)2 (3.3)

where Γ is the natural linewidth of the cooling transition, I is the total cooling

laser intensity in the six MOT beams, Is is the saturation intensity for the tran-

sition and ∆ is the detuning of the cooling laser from resonance. By measuring

the total power of fluorescence light scattered by the atoms into the input solid

angle of the spatial filtering setup, we can estimate the number of atoms in the

MOT. The principle sources of error and uncertainty for the number measure-

ment are (a) laser intensity variations, (b) the laser detuning fluctuation and line

width (c) the statistical uncertainty in the measurement of the light intensity

incident on the photo-multiplier. The overall uncertainty in determining the

absolute atom number using the procedures adopted is estimated to be ±18%.

A typical image of the fluorescence from the MOT captured on the CCD

camera is shown in Fig. 3.7. This is a projection of the fluorescence of the full

three-dimensional extent of the MOT onto a plane. This image can be fitted

with a Gaussian function to obtain a certain variance σ′2. Assuming a spher-

ically symmetric density profile for the MOT guarantees that the variance σ2

of the three dimensional distribution is equal to the variance σ′2 of the two-

dimensional fit-function. We calculate a typical full width at half maximum

(FWHM) of 1mm. By knowing the corresponding total number of atoms in the

distribution, the fit function can be integrated to obtain the normalizing con-

stant that completely determines the density distribution. We calculate a peak

density of 1.8× 109cm−3. The fit function for the atom density profile on a cen-

tral plane of the MOT is shown in Fig. 3.8.

37



Figure 3.7: A typical false-colour image of the fluorescence from the MOT captured

on a CCD camera. The image is a projection of the light scattered from the full three-

dimensional extent of the atom cloud onto a plane denoted as X′ − Y′. The magnifica-

tion factor due to the different focal lengths of the two lenses shown in Fig. 3.6 has been

corrected for in the dimensions of this image.

Figure 3.8: The density function of the atom cloud obtained by fitting the image data of

Fig. 3.7 to a symmetric Gaussian distribution and normalizing with the total number of

atoms.
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3.3 The Ion Trap

3.3.1 Ionization methods

The ionization energy (IE) required to eject the electron in the outermost shell

from a 85Rb atom is 4.177 eV. The 85Rb+ ions are loaded into the ion trap using

two-photon ionization (TPI), by two different methods described below.

3.3.2 Method I: Resonant TPI

The two photons for ionization here come from the MOT laser (1.59 eV) and

the blue light source (BLS) LED (peak at 2.72 eV) used for atomic desorption of

the atoms for loading the MOT. Since the MOT lasers are either on resonance

or only slightly detuned with respect to the atomic transition, this method cor-

responds to resonant TPI. The sum of the energy carried by the red and the

blue light is 4.31 eV, which is slightly higher than the IE for the Rb atom. Both

the sources are continuous. In the absence of the MOT (magnetic field OFF),

but MOT beams and LED ON, no ions are captured into the ion trap from the

residual gas vapour, though the TPI process is active in the region of overlap of

the two frequencies. In order to load the ion trap efficiently, the loading of ions

must happen through the MOT atoms. The dominant ionization process is

Rb + hν780 + hν456−→Rb+ + e− + K.E. (3.4)

Owing to the small recoil due to the release of the electron, the instantaneous

velocity for the creation of the ion is almost zero. This method gives a steady

loading rate of ions in the ion trap from the cooled MOT atoms. The temporal

overlap of the ON phase of the ion trap along with the two light sources, loads

the ion trap at a steady rate.
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3.3.3 Method II: Non-Resonant TPI

A frequency doubled Nd:YAG at 532 nm, pulse width ≈ 10 ns, and pulse en-

ergy of the order of 165 mJ/pulse, is focused onto the trap centre by a lens of

focal length 150 mm, mounted outside the vacuum system. The pulse energy

is adjusted such that the ionization occurs only in the focal region of the beam.

The ionization can be effected from the residual vapour in the trap volume that

overlaps with the 532 nm pulse, or from the atoms in the MOT. The dominant

ionization process is

Rb + 2(+) × hν532−→Rb+ + e− + K.E. (3.5)

where the superscript on 2 indicates the possibility of more than two photon

participating in the ionization process with some probability. A single photon at

532 nm carries 2.33 eV energy, so two photons at 532 nm are sufficient to ionize

a Rb atom [29]. This method permits ion creation directly from background

vapour, at a specific time in the experimental cycle. However, in order to load

the trap from vapour, it is required to keep the getter ON. A significant shot

to shot variation, of the number of ions loaded into the ion trap, is seen in this

method, irrespective of whether the ion trap is loaded from the background gas

or from the MOT.

3.3.4 The RF and biasing system

The time varying RF signal for the ion trap is produced in a function genera-

tor (Agilent: 332204) and amplified using a wideband power amplifier (Krohn-

Hite: 7602M). The amplifier generates two waveforms of equal amplitude (VRF)

and frequency nuRF that are 180◦ out of phase and these are contacted to the

respective diagonally opposite quadrupole electrodes of the trap. The Agilent

function generator is used in the Burst Mode which is activated using a trigger

pulse. This allows the RF trapping fields to be switched ON or OFF within a
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Figure 3.9: Experimental Schematic: For convenience we repeat the figure in Chapter 2

showing the schematic diagram of the hybrid, ion-atom trap, within the experimental

chamber. The diagram is not to scale. The ion trap axis is oriented along the z-axis.

The magnetic field coils for the MOT (not shown) are external to the vacuum system,

mounted symmetrically from the origin coaxial with the y-axis. A CEM for ion detec-

tion, is mounted coaxial with respect to the ion trap axis, in the -z direction from the

origin. The horizontal MOT beams intersect the z-axis, at the origin, with 45 and 135

degree angles. The vertical beam intersects this arrangement orthogonally. The ports

are labelled to illustrate the relative positions of the various components of the experi-

ment as follows. (a) alkali atom dispensers, (b) the blue light source, (c) MOT imaging

and fluorescence measurement, (d) Nd:YAG ionization ports, (e) the vacuum pump

connection, and (f) feedthroughs.
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fraction of the RF time period. The typical range of the parameters used for

trapping the ions is, 400 kHz≤ νRF ≤ 600 kHz and 0 < VRF ≤ 120V. limited

at the higher voltage and frequency values by the gain bandwidth product of

the RF amplifier. Axial confinement is provided by a positive voltage Vec on the

end-cap electrodes in the range 0 < Vec ≤ 100 V.

3.3.5 Detection of ions

The prospects of fluorescence detection of the ions in the trap is compromised

by the lack of convenient transitions, for the closed shell Rb+ ion. However, in

the event of a trapped optically active ion, for example, a singly ionized alkaline

earth atom, the optical access allowed by the experimental design permits fluo-

rescent ion detection. For the experiments with Rb though, only the destructive

detection of the ions is implemented, using a CEM (Dr.Sjuts: KBL 10RS), which

is located beyond the end-cap along the z direction as shown in Fig. 3.9. The

funnel of the CEM is maintained at a high negative voltage VB for positive ion

detection. This gives a significantly detectable ion signal for |VB| > 1800V. The

tail of the CEM is held at ground potential, enabling us to define VB as the

bias voltage of the CEM. The ions are extracted onto the CEM by switching the

potential on the hollow ring end-cap electrode that is close to the CEM, to a neg-

ative value, while keeping the opposite end-cap electrode constant and the RF

of the ion trap in steady operation. The switching of the potential on the end-

cap electrode is effected in less than one period of the RF cycle. The trapped

ions pass through the hollow centre of the end-cap electrode and are attracted

by the high voltage on the CEM cone. The ions detected by the CEM can be

reliably measured in two modes of operation, the pulse counting mode and the

analog mode. Due to identical charge/mass (e/M) ratios for the trapped ions,

all of the trapped ions impact the detector within a time window of 10 - 30 µs,

depending on the extraction voltage.
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CEM pulse counting

For pulse counting detection, the output electrode of the CEM is connected to a

50Ω termination of a Digital Oscilloscope. Each ion detected manifests as an 8ns

negative current pulse (Fig. 3.10(inset)). The pulse train for the 10 µs interval is

recorded on the Digital Oscilloscope (Tektronix: TDS-3044B), and the pulses are

counted by post-processing the pulse train using an appropriately set discrim-

inator level (DL). All instances, when the falling edge of the CEM pulse train

crosses the negative DL, are counted as valid counts, and signal which peaks

below this level is rejected as noise. A similar exercise is done with the exact

but oppositely signed DL to determine the number of spurious counts due to

bipolar noise and this is suitably subtracted. As the ion counting is done with

the recorded data train, the DL can be set very systematically as illustrated in

Fig. 3.10. The counts as a function of DL has identifiable regions, as illustrated

in Fig. 3.10, which allows the determination of a reasonable value of discrim-

inator level for the analysis of the ion counts at a particular CEM bias. This

procedure is benchmarked against the physical counting of the peaks in several

individual time traces to make the algorithm robust against over counting or

under counting. A distinct advantage of this method of post analysis is that

robust and consistent algorithms can be developed for pulse counting and data

from several different runs can be analysed in a uniform manner. The disadvan-

tage of this method is that several ions piling up on top of each other (within

8ns), would register as a single count. From a series of experiments, we de-

termine that ≈ 300± 30 counts /10 µs is the limit of ions that can be counted.

This implies a maximum counting rate of 30× 106 counts/s, which pushes CEM

detection to its very limit.
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Figure 3.10: The variation of the number of ions counted as a function of set discrim-

inator level (DL). The inset shows a small section of the CEM signal contributing to

the analysis shown in the main figure. The ideal distribution would be a monoton-

ically decreasing number as a function of increasing magnitude of the negative DL.

Every negative edge crossing the DL triggers a logical valid count and adds 1 to the

total number of counts. At DL < 2 mV, the number of counts increases because of the

presence of small offset and rapidly fluctuating noise. For DL > 2 mV, the number of

counts is monotonically decreasing, as expected. However the initial decrease is rapid

and is susceptible to noise counts due to baseline oscillation. A voltage level of 5 mV is

identified as the discriminator level for the purpose of reliable pulse counting.
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Analog mode detection

For the analog mode detection, the output of the CEM is fed into a low noise

pre-amplifier (Hamamatsu: C7319), with set amplification, and the output of

the pre-amplifier is recorded on a digital oscilloscope (DO). The pre-amplifier

has a frequency response similar to that of a low-pass filter with a 3dB cut-

off frequency of 200kHz. This results in a smearing out of the individual ion

pulses to give an integrated voltage waveform. The area under the curve of

this waveform is then proportional to the number of ions incident on the CEM.

This method of data acquisition can be utilized to reliably extend the detection

ability of the CEM beyond ≈ 300± 30 counts/10 µs. The ion counts in the two

modes can be calibrated against one another to determine the constant of pro-

portionality as illustrated in Fig. 3.11. Thus we have a robust characterization

of the various aspects of counting ions with the CEM. Calibrating the CEM as

in Fig. 3.11, for different VB, allows us to reliably compensate for varying detec-

tion efficiencies with VB and extend the use of the CEM for larger count rates of

ions.

When the CEM is biased for positive ion collection, the dark count rate is

statistically insignificant. However in the presence of the diffuse ionizing light

from the BLS, we see a spurious count rate which depends on the intensity. This

systematic baseline has been corrected for wherever applicable.

3.4 The data acquisition

The entire experimental sequence is controlled through a real time operating

system (RTOS) module (Keithley: CPUT10) loaded into a control rack (Keith-

ley: ADWin Pro). This rack also has an 8-bit analog to digital converter (ADC)

module and an 8-bit Digital to analog converter (DAC) module wired into it.

The required triggers and analog signals in the experiment are conveniently
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Figure 3.11: (a) The number of ion pulses counted on the CEM for different ion load-

ing times using resonant TPI. (b) The ratio of the analog mode signal detected on the

Hamamatsu(C7319) pre-amplifier with respect to the pulse counting mode of the CEM

shown in panel (a) for different ion loading times. The number of trapped ions pro-

duced from the MOT increases linearly with time for the first few seconds of loading.

We therefore calibrate, at VB = 2400 V, the correspondence between the ions counted

by the pulse counting algorithm and the analog mode signal. Such a calibration, allows

us to switch between the two modes as per experimental convenience and extract the

ion counts.
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generated by a suitable program written in ADBasic and compiling it into to

the RTOS memory. In a similar fashion, analog signals can also be recorded

from the experiment onto a computer using the ADWin module as an interface.

The other instruments such as oscilloscopes, function generators, power

supplies and cameras that are to be programmed remotely from a computer

need to be integrated under one common platform. For this we use the soft-

ware Labview 7.1 which has device-driver support for a variety of commercial

instruments. Labview 7.1 also provides a convenient graphical user interface

(GUI) that identifies each device as a virtual instrument (VI) and provides a

structured programming platform to sequence various events on different de-

vices in the experiment. The ADWin system is treated as a VI on the Labview

platform and an ADBasic program is treated as an event. The Labview software

is operated on a personal computer and the time overhead between events is of

the order of a hundred milliseconds. Slow events such as saving an acquired

waveform on the oscilloscope or setting a power supply voltage at a constant

value are directly sequenced on Labview and the fast events such as triggers

and real-time data acquisition are sequenced on the ADWin system.

3.5 The experimental sequence

The general experimental sequence is illustrated in Fig. 3.12. Before commenc-

ing any ion-atom experiment, the quadrupole magnetic field of the MOT is kept

on and the cooling and repumper lasers are locked to the appropriate frequen-

cies. Following this the experimental sequence for the two methods of MOT

loading namely the getter loading and the BLS loading are described below.

Getter Loading of MOT

The getter is kept on well before the experiment so that the vapour pressure of

the Rb is equilibrated inside the chamber. An electromechanical shutter blocks
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the path of the cooling and repumper lasers just before the experiment. The

experiment begins by opening the shutter and the MOT starts to load. The ion

trap RF voltage is kept off and the voltages on the endcaps are in extraction

mode till the MOT loads to saturation. Once the MOT is in saturation (typically

after about 30− 40s of loading), the ion trap RF is switched on and the endcap

voltages are switched to trapping mode (both positive). Simultaneously, the

BLS is turned on and the ion-trap is loaded for a period of τil. The BLS is now

turned off and at this juncture, we have the option of retaining the atoms in

the MOT or ejecting them by closing the shutter, depending upon the specific

experiment. The ions are held for a further hold time of τih in the presence

or absence of the MOT atoms. After this, the endcap voltages are switched to

extraction mode and the ions exit the trap to hit the detector. The oscilloscope

is triggered by the switching of the endcap voltage. The raw ion pulse train or

the integrated ion signal from the preamp is recorded on the oscilloscope.

BLS Loading of MOT

In this method, the getter is off throughout the experiment. The shutter is kept

open before starting the experiment. For the first few seconds of the experiment,

we may need to collect a background light baseline for the fluorescence detector.

After this, the MOT is loaded by switching on the BLS. The ion trap RF voltage

is kept off and the voltages on the endcaps are in extraction mode till the MOT

loads to saturation. The creation of ions is active during this period, but the

created ions are not trapped. Once the MOT is in saturation, the ion trap RF is

switched on and the endcap voltages are switched to trapping mode. The BLS

is kept on for an ion loading time of τil after switching on the ion trap. The BLS

is now turned off and at this juncture, we have the option of allowing the atoms

in the MOT to slowly exit the trap with their characteristic time constant or

ejecting them immediately by closing the shutter, depending upon the specific

experiment. The ions are held for a further hold time of τih in the presence
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Figure 3.12: The generic time sequence of an ion-atom experiment in our setup

or absence of the MOT atoms. After this, the endcap voltages are switched to

extraction mode and the ions are detected as described above.

3.6 Stability regions

The trapping of the Rb+ ion relies on the interplay of three parameters, the

frequency VRF, time varying voltage amplitude VRF, and the static end cap volt-

age, Vec. We characterize the trap by varying the value of VRF for each frequency

and observing the number of ions remaining in the trap after a small interval

of time. Fig. 3.13(a) shows the experimentally observed stability diagram at

νRF = 600kHz. Due to the gain-bandwidth limit of the amplifier that we use,

we cannot access all the values of VRF at νRF = 600kHz where there is stable

trapping without introducing significant harmonic distortion in the drive volt-

age. For comparison, we show a plot of the numerically simulated maximum

trappable initial speed of the ion as a function of VRF in Fig. 3.13(b). We choose

the operating point for our experiments as νRF = 600kHz, VRF = 91V and
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Figure 3.13: The experimentally determined stability region of the ions is shown in

panel (a). Due to the gain-bandwidth limit of our RF amplifier, the measurements cor-

respond to a distortion-free voltage only till VRF = 95V. The vertical axis is a measure

of the number of ions detected after a 0.5s loading and immediate extraction. Panel

(b) shows the numerically simulated map of those initial velocities of the ion for which

there is stable trapping for a period of 50 RF cycles, as a function of VRF.

Vec = 80V.
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CHAPTER 4

Interactions between trapped ions

and cold dilute atoms

4.1 Introduction

The experimental setup described in Chapter 3 has the capability to trap ions

and atoms together in spatial overlap providing a platform to study the dif-

ferent interactions between them. The important questions that arise within

the context of such an experiment are: What is the nature of these collisions?

Which collision channels are relevant for our experimental setup? How to quan-

titatively describe each collision? In this chapter we formulate our strategy to

systematically address these questions. The results that we derive here shall be

used in the subsequent chapters to get a better understanding of the phenom-

ena of sympathetic cooling. The theoretical framework that we shall build will

serve as the basis for the numerical simulations of Chapter 5.

4.1.1 The possible interactions

We mainly confine ourselves to the binary collisions between an ion and its par-

ent atom. The density distribution of the atoms in our experiment is in the range

of 109cm−3 as calculated in section 3.2.4, which constitutes a very dilute system.

Since the number of ions loaded is much lesser that the number of atoms in the

MOT, and confined in similar trapping volumes, the density of the ions is also

quite small. Therefore in the first approximation, it is reasonable to consider

the ion-atom collisions that take place in the system as predominantly binary

collisions, i.e. between a single atom and a single ion at any given time. There
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is also the possibility of collisions between the atoms themselves and the ion-

ion Coulomb repulsion. If we take the distance between two colliding entities

to be R, the asymptotic atom-atom interaction is characterized by a neutral-

neutral Van der Waals potential which has an attractive ∼ −1/R6 dependence.

The ion-neutral atom interaction has an attractive ∼ −1/R4 dependence and

the ion-ion interaction has a repulsive ∼ +1/R dependence. Clearly, the ion-

ion interaction is the strongest of all. In fact this Coulomb interaction is not

binary, not delta-correlated and the total cross-section diverges. Consequently,

we cannot really describe the Coulomb repulsion in an ion cloud using a lo-

cal collision framework. Rather, when the ions are in equilibrium, their motion

can be approximated by considering an effective mean field potential due to the

entire cloud. For very low densities of ions, this mean field can be ignored un-

der certain conditions and the ions treated as non-interacting particles. In the

subsequent sections, we shall be focussing only on the different channels in the

ion-atom interaction. The atom-atom interaction will be completely neglected

and the ion-ion interaction will be considered only where required.

4.2 The collision channels

The two-body collision channels between an atom and an ion can be classified

into the elastic and inelastic channels. The elastic collisions only result in a

change of the kinetic energy of the colliding particles while the internal degrees

of freedom of the ion and the atom remain the same. In contrast, the inelastic

channels comprise of the collisions where the internal state and energy of the

participating entities may change after the collisions in addition to a change in

their velocities. The actual duration of the collision δTcoll is assumed to be very

short compared to the observation time scales involved in the experiment. The

mean time between the collisions is determined by various factors such as the

number density and the temperature and is also much greater than δTcoll.
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4.2.1 The interaction potential

When an ion of charge Q is in the vicinity of an atom, the electric field of the ion

polarizes the electron cloud of the atom. So, a dipole moment is induced in the

atom and this induced dipole is attracted towards the charge. This interaction

is characterized by an asymptotic potential given by

V(R) = − αQ2

2(4πε0)2R4 (4.1)

where α is the dipole polarizability of the atom, ε0 is the permittivity of free

space and R is the separation between the ion and the atom. This form of the

potential corresponds to the molecular potential between the atom and the ion

at large values of R where the internal degrees of freedom of the atom are not

really part of the interaction except the electron cloud of the atom as a whole

getting polarized. The electronic configuration of an Rb atom is such that there

is a closed shell of electrons and one electron in the outermost shell. This valence

electron contributes majority of the polarizability of the atom. An Rb+ ion has a

stable octet electronic configuration. So the polarizability of an Rb+ ion is very

small, similar to that of the inert gases. This is illustrated by the value of the

ground state dipole polarizability for the Rb atom being ∼ 47Å3 [30] and that

for the Rb+ ion being ∼ 1.4 Å3 [31].

For an inelastic collision, the evolution of the ion and atom in the molecular

potential has to be considered. Suitable approximations can be made depending

upon the energy of the collision and in many cases, a semi-classical calculation

is sufficient.

4.3 Elastic collisions: Classical framework

The problem at hand for the two body scattering is to determine the final veloci-

ties of the ion and the atom after a collision with a certain impact parameter and

a given set of initial velocities. This problem is simplified when we are dealing
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with collisions between ions in an ion trap and cold atoms in a MOT. The typical

temperature of the atoms in a MOT is of the order of∼ 100µK corresponding to

an RMS velocity of less than 1m/s. The ions in the absence of any external cool-

ing have much higher instantaneous velocities. So, effectively we can assume

that an ion is colliding with an atom initially at rest in the Laboratory frame.

We shall briefly investigate the theory for a general elastic collision in a central

force field as discussed in various books on classical mechanics [32, 33] and then

apply it to our specific situation.

Consider an ion of mass mI and initial velocity vI colliding with an atom of

mass mA at rest in the laboratory frame. If the particles were not interacting,

then the distance of closest approach between the particles would be the impact

parameter denoted as b. Long after the collision takes place, the velocity of

the ion is v′I at an angle θL and the velocity of the atom is v′A at an angle χL

both with respect to the original path of the ion along vI. The centre of mass

of the two particles moves with a velocity VCM in the laboratory frame in a

direction parallel to vI and remains constant throughout the collision process.

The different vectors and angles before and after the collision in the laboratory

frame are illustrated in Fig. 4.1.

From the conservation of linear momentum, we find that

(mI + mA)VCM = mIvI (4.2)

By putting µ = mImA/(mI + mA) as the reduced mass of the pair of particles,

VCM = vI

(
µ

mA

)
(4.3)

By the simultaneous conservation of kinetic energy and linear momentum in

the collision, we can write

1
2

mIv2
I =

1
2

mIv′2I +
1
2

mAv′2A

mIvI = mIv′I cos θL + mAv′A cos χL

0 = mIv′I sin θL −mAv′A sin χL (4.4)
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Figure 4.1: Elastic scattering in the laboratory frame: An ion with velocity vI approach-

ing an atom at rest in the laboratory frame with an impact parameter of b is shown

in (a). The interaction between the ion and the atom in general slows down the ion

and changes its direction of motion. (b) shows the velocity vectors and the angles of

deflection of the ion and the atom long after the interaction has taken place. Note that

since there is no external force on the ion-atom system, the velocity of the centre of

mass VCM remains unaffected before, during and after the collision. The ion and the

atom are attracted towards each other as shown owing to the form of the interaction

potential.
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Figure 4.2: Elastic scattering in the centre of mass frame: (a) and (b) illustrate the scat-

tering of Fig. 4.1 from a reference frame where the centre of mass of the ion-atom system

is at rest. Note that in (a) the atom is moving with a velocity opposite to that of the ion

such that their mutual approach velocity remains to be vI . After the collision, as shown

in (b), the angle of scattering of the ion and the atom is a common angle θCM with

respect to the central axis. The magnitudes of the velocities of the ion and the atom

remain the same as that of their respective velocities before the collision

The final velocities of the atom and the ion can be determined from the above

relations in terms of their initial velocities and the scattering angles in the labo-

ratory frame as

v′I = vI

√
1− 4µ2

mImA
cos2 χL

v′A = 2vI
µ

mA
cos χL

(4.5)

To determine the scattering angles θL and χL, we go to the centre of mass

frame of reference. The different velocity vectors before and after the collision

in this reference frame are illustrated in Fig. 4.2. The velocity of each particle in

the laboratory frame is equal to the vectorial sum of its velocity in the centre of

mass frame and the velocity of the centre of mass itself. By comparing Fig. 4.1(b)

and Fig. 4.2(b), we can draw the vectorial relations as shown in Fig. 4.3. Clearly,

the angle χL is related to θCM by
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Figure 4.3: The velocity vectors of the ion and the atom after the collision are schemati-

cally shown to illustrate their vectorial relations with the velocity of the centre of mass.

A velocity in the laboratory frame is a vectorial sum of the respective velocity in the

centre of mass frame and the velocity of the centre of mass itself. From this diagram, it

is straightforward to express χL and θL in terms of θCM.

χL =
1
2
(π − θCM) (4.6)

and the angle θL is related to θCM by

tan θL =
(vI −VCM) sin θCM

VCM + (vI −VCM) cos θCM
. (4.7)

But since VCM/(vI −VCM) = mI/mA, we can write

tan θL =
sin θCM

mI
mA

+ cos θCM
. (4.8)

Thus for a given impact parameter and initial instantaneous velocity of the ion

before the collision, we can determine the final velocity after the collision pro-

vided we know the deflection angle θCM in the centre of mass reference frame.

The angle θCM of course depends upon the specifics of the central potential.

The standard approach is to transform the two body scattering into an equiv-

alent problem of a hypothetical particle of mass equal to the reduced mass µ

scattered by a fixed centre of force in the centre of mass frame. This problem

is dealt with in many textbooks on classical mechanics [32, 33]. We do not give
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Figure 4.4: The molecular potential energy curves for the 85Rb+−85Rb system [34]. The

blue curve corresponds to the ungerade symmetry and the red curve corresponds to

the gerade symmetry. The black dashed curve is the asymptotic form of the potential

as given by Eqn. 4.1 which is valid for large values of R beyond the green dashed line

shown.

the details of this calculation here. For an interaction potential V(R), the centre

of mass scattering angle is given by

θCM(vI , b) = π − 2b
∞∫

Ra

dr/R2√
1− 2V(R)

µv2
I
− b2

R2

(4.9)

where Ra is the distance of closest approach given by the largest root of the

equation

1− 2V(Ra)

µv2
I
− b2

R2
a
= 0. (4.10)

A real solution for Ra does not necessarily always exist for potentials of ar-

bitrary form. For the ion-atom collision, the long range potential is given by

Eqn. 4.1 and we can rewrite Eqn. 4.10 specifically as

1− αQ2

(4πε0)2µv2
I R4

a
− b2

R2
a
= 0. (4.11)

The range of validity of the asymptotic form of the potential with respect to the

ion-atom molecular potential is only at values of R > 6× 10−10m for Rb-Rb+,
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as illustrated in 4.4. In this regime, the scattering trajectories can be classified

into simple angular deflections and inspiralling trajectories depending upon

the existence of a real root of Eqn. 4.11. A particular value of b = bel
c namely the

critical impact parameter separates these two types of trajectories. This is found

by analysing the discriminant of Eqn. 4.11 to be

bel
c =

[
4Q2α

(4πε0)2µv2
I

]1/4

(4.12)

So at a given approach velocity vI , for an impact parameter b ≤ bel
c , there is no

real root of Eqn. 4.11 and it corresponds to the ion going into an orbit around

the atom and in some cases it may emerge out of the potential after a few revo-

lutions in orbit or in some cases it may even inspiral into the scattering centre.

When b > bel
c , a real root for Eqn. 4.11 exists, and the scattering corresponds to

a simple deflection by an angle θCM which can be determined by Eqn. 4.9. The

integral of Eqn. 4.9 cannot in general be solved analytically and a numerical

integration has to performed when necessary.

A constraint of the scattering process described above is that since the colli-

sion is dictated by a central force, the entire collision including the final veloc-

ities lies in a plane determined by the initial velocity vector of the ion and the

point where the atom is initially at rest. Using this constraint, and the equa-

tions 4.9, 4.8, 4.6 and 4.5, we can completely determine the final velocity vec-

tors of the atom and the ion in the laboratory frame for any impact parameter

b > bel
c . For b ≤ bel

c , the final velocity can be determined for certain situations.

A detailed calculation of the same is discussed in the appendix of Ref [33] in the

context of determining mobilities of ions in neutral gases.

4.3.1 The critical impact parameter for elastic collisions

The critical impact parameter is an important quantity which gives a length

scale for the collision process. Fig. 4.5 shows a plot of bel
c versus vI for elastic
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scattering of 85Rb+ by 85Rb. To get a picture of the interplay between the colli-

sion velocity and the impact parameter, we plot the fractional change in kinetic

energies (v′2I − v2
I )/v2

I and (v′2A − v2
A)/v2

A of the 85Rb+ ion and the 85Rb atom

respectively as a function of b for different values of vI as shown in Fig. 4.6. The

first observation is that the ion is always either slowed down by the atom or its

velocity is left unchanged. The atom, which we have assumed to be initially at

rest always either gains energy or continues to stay at rest depending upon the

collision parameters. We also see that there is no significant exchange of energy

between the colliding species for values of b higher than a few critical impact

parameter units, typically beyond 2bel
c . At velocities vI < 100 m/s, the absolute

value of bel
c > 50 a.u. leading to the collision being active even at relatively large

impact parameters of a few hundred Bohr radii. For very low velocities where

the number of partial waves involved in the collision is small, a full quantum

scattering treatment has to be considered. In this work, we do not calculate the

cross-sections for the ion-atom scattering and its energy dependence for various

regimes. Nonetheless, there are excellent references for the same. The theory of

quantum elastic scattering has been considered in detail for species such as Na

and Yb in references [4, 35, 36].

4.4 Inelastic collisions

In the previous section we discussed the classical elastic scattering of the ion by

an atom with the internal states of the colliding species remaining intact. The

problem, in classical theory, was essentially about determining the final veloc-

ity vectors of the ion and the atom given the initial velocity of approach and

the impact parameter. Most details of the internal states of the species like the

wavefunctions and the electronic structure were not really required to describe

the scattering in a wide range of collision energies except at very low energies.

Only the polarizability α of the atom and the charge of the ion Q were used to
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Figure 4.5: Critical impact parameter(bel
c ) versus the collision velocity (vI): The critical

impact parameter for elastic collisions as determined by Eqn. 4.12 is plotted against the

initial velocity of the ion in the rest frame in a Log-Log scale. We have considered the

elastic scattering of a 85Rb+ ion by 85Rb atom at rest. The (bel
c ) is shown in atomic units

corresponding to the Bohr radius and the velocity in SI units

determine the interaction potential of the form Eqn. 4.1 which encompassed all

the details of the species. In contrast, for ion-atom binary systems, an inelastic

collision involves a change in the internal states of the colliding species, and the

problem is about determining the transition probability from an initial state to a

final state of the two body system. The number of possible final states for an in-

elastic process becomes enormously large and an efficient way of handling the

problem lies in identifying the specific collision channels which have a much

higher probability of occurring than the rest of the channels.

To stay within the context of the present work, we shall restrict our dis-

cussions to inelastic collisions involving a positive ion say A+, with its parent

atom A in the ground state. A further restriction that can be enforced is that

the kinetic energy in the collision is much lesser than the energy of the optical

transitions of the atom and the ion. In other words, we can assume that there

is no exchange of energy between the kinetic energy and the internal states of
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Figure 4.6: The fractional change in the kinetic energy of the ion (blue) and the atom

(red) due to the collision is plotted against the impact parameter for different val-

ues of the approach velocity vI . The above plots are again for the same example of

85Rb+−85Rb scattering. A typical distance scale for a significant deflection correspond-

ing to 2bel
c is illustrated in each plot.
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the colliding entities. This is a safe assumption to make for instance in our

case of Rb atoms and Rb+ ions in a Paul trap. A ground state Rb atom needs

about 1.6 eV of energy to be excited to its first excited state. This corresponds

to a velocity of about 1900 m/s and a temperature of approximately 18000 K.

There can be situations where a trapped ion can attain instantaneous velocities

as high as this but it is highly improbable that a collision with an atom can hap-

pen at such an instant and the entire kinetic energy is coupled into exciting the

atom and hence we shall neglect such collisions. Other transitions which are

of much lower energy, for instance transitions between the hyperfine states and

the corresponding Zeeman sublevels of the atom, shall be ignored for the sake

of simplicity. Since we are assuming only two-body collisions, the simultaneous

conservation of linear momentum and energy rules out any process involving

the formation of a bond between the colliding atom and the ion that could re-

sult in a single entity like a molecule after the collision. With these restrictions,

the simplest ion-atom inelastic channel is that of charge exchange. As the name

suggests, this process involves the exchange of charge, usually due to the trans-

fer of a valence electron from the atom to the ion during the collision. When the

ion and the atom are of the same species, the process is called a resonant charge

exchange collision and is represented by the reaction

A + A+ −→ A+ + A

We shall briefly discuss the general nature of such a collision and then ad-

dress the specific example of charge exchange for the 85Rb+−85Rb system. In

the above reaction, the valence electron in the outermost shell of atom A hopped

onto the equivalent empty shell in the ion A+ so that long after the collision, the

particle which was an ion before is now an atom and vice versa. Of course, this

process is a completely quantum effect and identifying between the indistin-

guishable cores A+ is not really valid in a pure sense. But in certain situations,

like in a beam-target apparatus, we can “label” the neutral particles that emerge
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out at a small angle with respect to the beam axis as the atoms “created” due to

charge transfer. Specifically, a charge exchange collision between a Rb atom and

a Rb+ ion in their respective ground states involves the transfer of the electron

in the outermost s-shell of the atom to the empty s-shell of the ion. Since the two

colliding species are the same, the electron does not require any extra energy to

get transferred from the shell of one atom to that of the other, irrespective of

the kinetic energy of the collision. In other words, such a charge transfer is res-

onant at all collision energies and hence this process is called resonant charge

transfer or resonant charge exchange. For low ion-atom collision energies (E),

the cross section for resonant charge exchange σcx ∝ 1/E1/2, is comparable to

the ion-atom elastic cross section [35, 37] σel ∝ 1/E1/3. At higher energies, the

resonant charge exchange, which depends on the molecular state overlap is a

very slowly varying function of energy and therefore dominates in comparison

to the elastic channel.

4.4.1 Resonant charge exchange (RCx)

Now that we have narrowed down the various possibilities to just one specific

channel, the problem is to find out the probability Pex for this charge exchange

process to happen in a collision. We shall follow a calculation given in an early

work of Holstein [38] to get an estimate of Pex. This method is simple and illus-

trative, yet giving a very good estimate of the quantities involved. We shall deal

with the specific case of the Rubidium atom where the single valence electron

can be considered to be bound to an atomic “core” consisting of the nucleus

and the tightly bound electrons in the inner shells. The extension of the theory

to other alkali atom-ion combinations is straightforward. There are many later

works with involved calculations [34, 39, 40]. We refer the reader to these refer-

ences for improved calculations of the experimentally measurable parameters

such as cross-sections and mobilities in a wide range of collision energies.
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The formalism

To treat the ion-atom interaction in a quantum mechanical framework, we con-

sider the total wavefunction of the system consisting of the two identical atomic

cores and the single valence electron. Using the Born-Oppenheimer approxima-

tion, we can first freeze the slow motion of the cores at a certain internuclear sep-

aration R and consider only the electronic part of the total wavefunction of the

system. This wavefunction has two possible symmetries namely the gerade or

even symmetry and the ungerade or odd symmetry corresponding to the bond-

ing and antibonding orbitals of the molecule respectively. The energy eigen-

value of the electronic Hamiltonian Ĥe for these orbitals expressed as a function

of the parameter R gives the molecular potential energy curves. The indistin-

guishability of the atomic shells to which the electron can get bound to during

the collision gives rise to an exchange interaction in the system. This leads to the

splitting of the degeneracy between the ungerade and gerade molecular poten-

tials at low values of the internuclear separation R. At large values of R, when

the electron is unambiguously attached to one of the atomic cores, the molec-

ular potential asymptotically tends to the formula given by Eqn. 4.1. Fig. 4.4

shows the potential energy curves for the gerade and ungerade symmetries of

the ground state 85Rb+−85Rb system [34]. For convenience let us label the two

identical atomic cores as “1” and “2”. When the two cores are far apart, the

electron is bound to one of them and the other core corresponds to a free ion.

Let the system be described by a state ψ1 when core 1 corresponds to the ion

and core 2 corresponds to the atom and by a state ψ2 when core 2 corresponds

to the respectively with the other core being a free ion. The molecular orbitals

corresponding to the gerade (g) and the ungerade (u) symmetries are linear
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combinations of ψ1 and ψ2 written with the explicit time dependence as

ψu(t) =
1√
2
[ψ1 − ψ2] exp

− i
h̄

t∫
Eu(R)dt


ψg(t) =

1√
2
[ψ1 + ψ2] exp

− i
h̄

t∫
Eg(R)dt

 (4.13)

where Ĥeψu = Eu(R)ψu and Ĥeψg = Eg(R)ψg. Eu and Eg are functions of time

via the time dependence of R. In the case of a collision the molecular system is

not in one of these stationary states, but rather in a linear superposition of them

written as

Φ(t) = Cuψu(t) + Cgψg(t). (4.14)

Let us assume that at a time ti much before the collision, the core 1 corresponds

to the ion and the core 2 corresponds to the atom. The state of the system is

described by ψ1 at that time. So,

Cuψu(ti) + Cgψg(ti) = ψ1. (4.15)

Using Eqn. 4.13, we can determine the coefficients Cu and Cg which we assume

to be independent of time as

Cu =
1√
2

exp

− i
h̄

ti∫
Eu(R)dt


Cg =

1√
2

exp

− i
h̄

ti∫
Eg(R)dt

 (4.16)

By substituting these coefficients into Eqn. 4.15 and simplifying we obtain the

state of the system at some arbitrary time t as

Φ(t) =

exp

[
− i

2h̄

t∫
ti

(Eu + Eg)dt

](
ψ1 cos

[
1

2h̄

t∫
ti

(Eu − Eg)dt

]
+ iψ2 sin

[
1

2h̄

t∫
ti

(Eu − Eg)dt

])

(4.17)
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For notational simplicity, we have skipped the explicit dependence of Eu and Eg

on R. Now, at a much later time t f , the probability of core 2 being the ion and

core 1 being the atom is given by the modulus squared of the coefficient of ψ2

in Eqn. 4.17 with t = t f . This is also the probability of the charge exchange to

take place between the ion and the atom. In the limit of ti → −∞ and t f → ∞,

the probability for charge exchange is given by

Pex = sin2

 1
2h̄

∞∫
−∞

(Eu − Eg)dt

 (4.18)

To put in the explicit time dependence of R, we need to make one more assump-

tion. We assume that the collision is fast enough that the ion is moving almost

along a straight line during the collision. This is the basis for the impact param-

eter method discussed in many books on scattering [41, 42]. Although we know

that at low energies or at small impact parameters, the trajectory is not really a

straight line, given the extent to which it simplifies the calculations, we shall

nonetheless follow this method and extrapolate the results to small energies

and/or small impact parameters. The straight line trajectory in the laboratory

frame of reference is illustrated in Fig. 4.7. The internuclear separation R is then

given by

R =
√

b2 + v2
I t2. (4.19)

With this substitution and putting Vd(R) = Eu(R) − Eg(R), Eqn. 4.18 for a

given impact parameter b can be written as

Pex = sin2

1
h̄

∞∫
b

RVd(R)√
R2 − b2

dR

 (4.20)

We can evaluate this probability for different impact parameters using the po-

tential energy curves from Ref. [34], which are shown in 4.4. A plot of Pex(b)

versus b for a given velocity vI is shown in Fig. 4.8. Pex(b) is a highly oscil-

latory function of b with an average value of 1/2 till a certain value b = bcx

which we call as the critical impact parameter for charge exchange. At b = bcx,
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Figure 4.7

Figure 4.8: The probability of charge exchange as a function of the impact parameter.

Here the ion’s velocity is taken to be vI = 500m/s. The probability is a highly oscillating

function of b till the value b = bcx as shown with a mean value of half. At b = bcx, the

probability is exactly half and then falls off rapidly to zero.
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Pex(bcx) = 1/2 and for b > bcx, the value of Pex(b) falls off rapidly to zero. This

means that if the impact parameter in the collision is below the critical value bcx,

there is an average probability of 1/2 for the charge exchange to take place. If

the impact parameter is much greater than bcx, no charge exchange takes place

for the given velocity vI . We can write the approximate relation

Pex(b) ≈


1
2 , b ≤ bcx

0, b > bcx

The value of bcx of course depends upon the velocity vI as shown in Fig. 4.9.

The corresponding bel
c is also plotted for comparison.

Post-collision velocities

To obtain the velocities of the particles after the collision, we proceed as in Sec-

tion 4.3. But when the impact parameter is less than bcx, we assign, on an av-

erage, half a chance for the final velocity vectors of the ion and the atom to be

exchanged. We observe from Fig. 4.9 that there is a certain range of velocities

where bcx � bel
c . When a collision happens at such a velocity and the impact

parameter is such that bcx > b � bel
c , the deflection produced is very small but

there is a 50% probability for the ion and the atom to switch their post-collision

velocities. Such a “glancing” charge-exchange collision of a fast ion approach-

ing an atom at rest will result in an ion almost at rest and a fast moving atom

after the collision.

4.5 Conclusion

In the above description of the elastic and charge-exchange scattering of an ion

by an atom, we have simplified the calculations making use of the relevant en-

ergy ranges encountered in our experiments. For instance we have not gone

into details of the full quantum calculation of the elastic scattering process at
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Figure 4.9: The critical impact parameter for charge exchange (red line) is plotted as a

function of the ion’s velocity vI . The blue line is the critical impact parameter for elastic

collisions shown for comparison. The two lines intersect at about vI ≈ 150m/s and

in the region where vI � 150m/s, we notice that bel
c � bcx which corresponds to the

regime of glancing charge-exchange collisions.

low energies. The description of the charge exchange process uses the semi-

classical impact parameter method. If we were interested in the accurate study

of individual collisions, these descriptions may not be adequate. But in the con-

text of a large number of ions moving in time-varying external potentials and

undergoing a huge number of collisions with cold atoms in a reservoir, we can

use these approximations to get a fairly clear picture of the nature of the inter-

actions in the experiments.

Collisions in the excited state

Another possible ion-atom process that could occur in our system is the charge

exchange between an excited state atom and an ion. Depending upon the sym-

metries of the system involved and the different angular momentum states, the

above formalism may or may not be sufficient to describe such a process. But

in an ensemble such as a MOT, the total fraction of atoms in the excited state
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is estimated to be less than 10%. The majority of the collisions are between the

ground state atoms and the ions. But at the same time, for instance, Rb atoms in

the excited state have a polarizability that is thrice that in the ground state [28].

In other words, the molecular potentials for the excited state extend to much

larger values of R. This generally means higher cross-sections for the elastic and

charge exchange processes. Keeping this in mind, depending upon the context,

in some cases we shall completely ignore the excited state collisions and in some

other cases, we shall specify the degree of importance of such collisions in the

phenomenon under study.
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CHAPTER 5

Cooling of ions by interactions with

cold atoms

To realize the full potential of the combined trap, it becomes very vital to trap

steady numbers of atoms and ions together, possibly in thermal equilibrium, for

sufficiently long observation times. However, the different individual trapping

mechanisms for the ions and the atoms results in the trapped atoms being sig-

nificantly colder than the trapped ions. Also, unlike Rb atoms, since Rb+ ions

have a closed shell electron configuration, they are not amenable to direct laser

cooling. In fact, the trapped ions get heated [23] due to a variety of factors such

as trap imperfections, background gas collisions and radiofrequency (RF) heat-

ing due to ion-ion repulsion. The strong binary ion−atom interaction resulting

in heat flow from ions to atoms is the only available cooling channel for Rb+

ions in our system. Conversely, trapped ions can also get collisionally heated

by the cold atoms, making the resulting equilibrium between ions and atoms

intriguing. In this chapter we describe how we utilize these ion-atom collisions

to internally stabilize the ion-atom ensemble.

Arguing from first principles, we propose a hypothesis for the scope of col-

lisional cooling in our system of ions and atoms having almost equal mass, and

then present our experimental observations that indeed demonstrate the sym-

pathetic cooling of 85Rb+ ions in the ion trap by cold 85Rb atoms in the MOT. We

then describe the numerical simulations that consider the interactions described

in the previous chapter to demonstrate the cooling hypothesis.
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Figure 5.1: The instantaneous velocity of the trapped ion in the centre of mass reference

frame before and after a collision is schematically shown.

5.1 The scope for sympathetic cooling

The ability to cool ions using the conventional techniques of buffer-gas cool-

ing is primarily dependent upon the ratio of the masses of the ion and atom

species. Such techniques have efficient cooling of the ion when it is much heav-

ier than the atom, heating when the ion is lighter than the atom and no average

exchange of energy for ions and atoms of equal mass. To show that the col-

lisions between the trapped 85Rb+ ions and the cold 85Rb atoms in the MOT

leads to cooling of the ions, we closely follow the early, seminal work of Major

and Dehmelt [17]. In describing the ion−atom collisions, the MOT atom tem-

perature of≈100 µK permits us to set the velocity of the atom before a collision,

vA = 0. If the instantaneous velocity of the ion before a collision is c, its velocity

after the collision c′ is given by

c′ = (mA/M)cθ̂c + (mI/M)c, (5.1)

where θ̂c is a unit vector oriented at an angle θc with respect to c, mI is the ion

mass, mA the atom mass and M = mI + mA is the total mass of the two-particle

system. θc corresponds to the angle of deflection of the ion in the centre of mass

reference frame. The ion motion can be decomposed into its macromotion and

its in-phase micromotion oscillation with the applied electric field [18] as shown

in Fig. 5.2(a). Assuming the spatial extent of the ion-atom interaction to be small

and also that the collision is almost instantaneous, the instantaneous velocities
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of the ion before and after the collision are then, c = u + v and c′ = u′ + v

respectively. Here u and u′ are the respective secular velocities, v ∝ Esin(φRF),

is the micromotion velocity and φRF is the phase of the electric field E at the

instant of collision.

A change in the ion’s macromotion velocity changes the spatial extent to

which the ion oscillates subsequently in the trap and hence its average energy

in a macromotion cycle of oscillation. So the quantity of interest is
〈
u′2 − u2〉

which gives a measure of the extent of the change in the ion’s kinetic energy

averaged over long times. Substituting c = u + v and c′ = u′ + v in Eqn. 5.1

and with some regrouping of the terms, we obtain an expression for u′2 − u2 as

u′2 − u2 = −2mImA(u2 + 2u · v + v2)(1− cos θc)/M2

+2mA(v2 + u · v− c θ̂c · v)/M.

In conventional buffer gas cooling techniques, a non-reactive buffer gas in ther-

mal equilibrium with a reservoir floods the entire ion trap volume with colli-

sions possible at all parts of an ion’s trajectory. But since the ion spends most of

its time at the classical turning points of its macromotion where 〈|u|〉 → 0 and

〈|v|〉 � 0, most collisions happen there and we can make the approximation

c θ̂c · v ≈ v2 cos θc. This results in the right hand side of 5.2 being negative for

mA � mI which is a case of ion cooling, positive for mA � mI which leads to

ion heating, and no net change of ion temperature for mA = mI as summarized

below.

〈
u′2 − u2

〉
≈


[〈

v2〉− 〈u2 + v2〉] (1− cos θc)2mA/mI , mA � mI

2
〈
v2〉 (1− cos θc) , mA � mI[

1
2

〈
v2〉− 〈u2 + v2〉] (1− cos θc) , mA = mI

In our experiment, the cloud of cold atoms acts as the buffer gas and its den-

sity distribution is localized around the centre of the ion trap with the volume
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Figure 5.2: The projection of a typical trajectory of the ion on the X-axis is illustrated.

Panel (a) shows the position as a function of time x(t), panel (b) shows the correspond-

ing velocity trace vx(t). Panel (c) shows the phase space plot of x versus vx with the den-

sity profile of the atoms super-imposed on it. The ion’s instantaneous velocity dramat-

ically oscillates when it is near the classical turning points of the macromotion whereas

near the x = 0 crossings, its value remains roughly constant. By having more collisions

preferentially at the zero crossing points which is the centre of the ion trap, the average

kinetic energy of the ion decreases much more efficiently than in the case of uniform

density of atoms.
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of trapping of the atoms being much smaller than the volume of the ion trap-

ping region. So the ion-atom collisions happen preferentially at the centre of the

trap which corresponds to the limiting case of 〈|u|〉 � 0 and 〈|v|〉 → 0. This

is schematically illustrated in Fig. 5.2. Evaluating Eqn. 5.2 above in this limit

and after carefully taking a time average over φRF, we obtain the expression for〈
u′2 − u2〉 as,

lim
v→0
〈u′2 − u2〉 ≈ −2mImA〈u2〉(1− cos θc)/M2. (5.2)

For a given deflection angle, this quantity is negative irrespective of mI/mA and

its magnitude is highest for mA = mI . In other words, there is a reduction in

the average macromotion energy of the ion in each collision and that the max-

imum cooling in a collision, for any particular deflection angle, occurs for the

equal mass case. This indicates that a spatially compact density distribution of

the buffer gas leads to the cooling of the ions. We note that most of the dephas-

ing collisions that occur at the periphery of the ion’s trajectory in conventional

buffer gas cooling are heavily suppressed due to the form of the density distri-

bution of the atoms.

The analysis above is valid for elastic scattering with a fixed scattering an-

gle θc in the centre of mass frame for any general combination of ion and atom

species. For the specific case of Rb+−Rb collisions the resonant charge exchange

(RCx) channel [33, 35, 42, 43] is also a dominant channel which needs to be con-

sidered in the collisions between the ions and atoms. In an RCx collision, the

valence electron of the atom transfers from the atom to the ion with no other

change in the dynamical or internal states of the colliding partners, apart from

swapping their respective charge states. For the ion−atom collision energy (E)

involved in the experiment, the RCx cross section [35] σcx ∝ 1/E1/2, is compa-

rable to the ion-atom elastic cross section [35, 37] σel ∝ 1/E1/3, so both channels

participate in ion cooling. In those glancing collisions where RCx occurs, the

swapping of the charge state results in an ion almost at rest. This swap cooling
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Figure 5.3: The experimental sequence of the ion-lifetime measurement for the two

cases (1) without the atoms in the MOT and (2) with the atoms in the MOT. The logic

pulses shown in black are common for both the cases. The shutter sequence is indicated

in red for the case without MOT atoms and in blue for the case with MOT atoms.
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occurs preferentially at the ion trap minimum, where the MOT density is max-

imum. The probability distribution for the impact parameter can be modelled

as pb(b) ∝ b. So clearly the glancing collisions where the impact parameter is

high are overwhelmingly more probable than head-on collisions where the im-

pact parameter is low. Referring to Fig. 4.9, in the energy range where bcx � bel
c

the RCx mechanism for transferring energy from ions to atoms dominates the

elastic channel.

5.2 Ion lifetime measurements

The above hypothesis for ion cooling by cold atoms is experimentally imple-

mented and verified by measuring the evolution of the ion population in the

trap as follows.

5.2.1 Experimental procedure

The specific sequence of the measurement is illustrated in Fig. 5.3. The Rb dis-

penser and the quadrupolar magnetic field for the MOT are kept ON through-

out the measurement. Initially, the MOT is loaded for τml = 40 s until satura-

tion, during which the ion trap RF field is kept OFF. Once the MOT is in satura-

tion, the ion trap’s RF field is switched ON and a small fraction of the atoms in

the MOT are ionized by pulsing ON the ionizing light from the BLS for an in-

terval of τil = 1 s to load the ion trap. At the end of the ion loading interval, the

cold atoms can be retained in the trap or can be ejected within a few millisec-

onds by simultaneously switching OFF the cooling and repumper lasers with

a mechanical shutter. The ions are trapped for a further hold time, τih, for the

two cases (1) without the atoms in the MOT and (2) with the atoms in the MOT.

Following this they are extracted onto the CEM. The above cycle is repeated for

different values of τih ranging from 0s to 180s. The ion count detected on the

CEM is measured in the analog mode for each value of τih separately for the
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Figure 5.4: The fraction of the ion population at a hold time of τih = 50s is shown for

different values of voltages on the end-electrode Vec1 with the voltage on the other end-

electrode kept at Vec2 = 80V. The data shows a symmetric fall off of the ion fraction on

either side of Vec1 = 80V.

two cases. The experiment is repeated many times to obtain sufficient statistical

weight for each data point.

5.2.2 MOT-Ion trap overlap

The axial confinement for the ions is a shallow harmonic trap effected by DC

voltages on the distant end-electrodes. Asymmetric DC voltages on the two

end-electrodes shifts the minimum of the ion trap along the axis. We charac-

terize the overlap between the centres of the ion trap and the MOT along the

axis by shifting the ion trap centre and measuring the ion signal in the presence

of the MOT at long hold times. The electrode away from the CEM is kept at a

constant voltage of Vec2 = 80V and the voltage on the end-electrode near to the

CEM is varied from Vec1 = 30V to Vec1 = 130V in steps of 10V. The fraction of

the ion population at τih = 50s is determined in this way for different values of

Vec1. This fraction is plotted in Fig. 5.4. We note that the curve shows a symmet-
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Figure 5.5: Experimental demonstration of ion cooling. Case (1) without MOT (red

filled circles) and case (2) with MOT (blue empty circles). Panel (a) plots the number

of Rb+ ion counts as a function of τih. Without a MOT, the ions exit the trap rapidly,

while with cold atoms the ion loss is much slower and a stable number of ions (187± 9)

is trapped without detectable loss beyond τih ≥ 2 minutes. Panel (b) illustrates the

variation of the FWHM of the ion ToF distribution against τih for the two cases. For case

(1) the FWHM increases in time as the trap empties out, while for case (2) a systematic

decrease in the ion ToF distribution is seen, consistent with ion cooling. For τih ≥ 2 min,

when the trapped ion number has stabilized, the ToF width is still decreasing indicating

continued ion cooling, as illustrated by a least square fit to the last six data points. The

statistical standard deviation error-bars are shown for each data point.
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ric fall off on either side of Vec1 = 80V. Though the absolute minimum within

the limits of experimental error is not at this point, the general shape of the

curve indicates a maximum overlap between the two traps on the axis when

the ion trap end-electrodes are biased symmetrically. This ascertains that the

ion-atom interaction is maximized at Vec1 = Vec2 = 80V and the experimental

measurements are performed at this value.

5.2.3 Observations

The CEM ion counts vs. τih is plotted in Fig. 5.5(a). The analog mode signal

from the CEM has the shape of an envelope with a certain width. The FWHM

of this envelope is a measure of the width of the ion arrival time-of-flight (ToF)

distribution and is shown in Fig. 5.5(b). For case (1) all the ions exit the trap by

τih ≈ 15 s and the ToF FWHM increases rapidly. In case (2) for τih ≥ 1 s, the

ion loss rate from the trap is drastically reduced and the FWHM of the ion ToF

distribution decreases with increasing hold time. Beyond τih ≥ 2 minutes, the

number of trapped ions stabilizes to a constant value, while the width of the ToF

distribution nominally decreases. Intuitively, the ToF width gives a measure of

the temperature of the ion cloud with a larger ToF width corresponding to a

higher temperature and vice versa. So the experimental data of Fig. 5.5 indicates

that though the number of ions detected is roughly constant, the ion cooling

process is still underway at τih = 180s. We infer from this data that a number

equilibrium between daughter ions and laser cooled parent atoms is established

and achieving a thermally stable equilibrium is within experimental means.

5.3 Model for the ion heating in the absence of atoms

To get a quantitative picture of the cooling mechanisms involved in our system,

we first need to estimate the rate of heating of the ions in the absence of the MOT

atoms. For this a Monte-Carlo calculation for a non interacting distribution of
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ions in the absence of atoms is performed to model the loss of ions from the trap.

In the absence of the atoms, there is no cooling mechanism for the ions and the

ion cloud is dilute which means that the ion trajectories are mostly independent

of each other except for occasional dephasing collisions which heat them up.

The ions can also heat due to other factors such as trap imperfections and finite

linewidth of the drive voltage. We assume a homogeneous exponential anti-

damping factor Γ to collectively represent these mechanisms of ion heating over

long time scales.

5.3.1 The envelope of maximum energy

Consider an ion initially at a point (xi, yi, zi) in a linear Paul trap operating

at a radio frequency voltage of amplitude Vr f and frequency Ω. The Mathieu

stability parameter in the radial direction is q = 2eVr f /(mIΩr2
0) where r0 is a

geometrical constant of the trap. Let the secular frequencies in the radial and

axial direction be ωr and ωz respectively. For q � 1, the ion’s trajectory in the

presence of an anti-damping factor Γ is given by

x(t) = x0 cos (ωrt)
[
1 +

q
2

cos (Ωt)
]

exp
[

Γ
2mI

t
]

y(t) = y0 cos (ωrt)
[
1− q

2
cos (Ωt)

]
exp

[
Γ

2mI
t
]

z(t) = z0 cos (ωzt) exp
[

Γ
2mI

t
]

(5.3)

The energy of the ion rapidly oscillates between zero and a maximum value

and this maximum value changes over time under the influence of Γ. The time-

derivatives of Eqn. refEq:traj give the corresponding instantaneous velocities.

Squaring each velocity, we substitute the quadratic oscillatory terms with the

corresponding maximum values and neglect the linear oscillatory terms. The

remaining time dependence is in the form the exponential anti-damping factor.
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The maximum kinetic energy contributions from each direction are obtained as

1
2

mI(X′(t))2 ≈ 1
2

mI x2
0 exp

(
Γ

mI
t
)[(

ω2
r +

Γ2

4m2
I

)
+

q2

4

(
Ω2 + ω2

r +
Γ2

4m2
I

)]
1
2

mI(Y′(t))2 ≈ 1
2

mIy2
0 exp

(
Γ

mI
t
)[(

ω2
r +

Γ2

4m2
I

)
+

q2

4

(
Ω2 + ω2

r +
Γ2

4m2
I

)]
1
2

mI(Z′(t))2 ≈ 1
2

mIz2
0 exp

(
Γ

mI
t
)

ω2
z (5.4)

Summing these, the evolution of the total energy of the ion, including the mi-

cromotion is subsequently obtained as

E(t) =
1
2

mI exp
[

Γ
mI

t
] [(

x2
0 + y2

0
) {(

ω2
r +

Γ2

4m2
I

)
+

q2

4

(
Ω2 + ω2

r +
Γ2

4m2
I

)}
+ z2

0ω2
z

]
(5.5)

When q is not so small compared to unity like in our experiment, the expression

for the ion’s trajectory is not well represented by Eqn. 5.3. But the expression

for the energy envelope Eqn. 5.5 still remains a good approximation and can be

used for calculations that take only the overall energy envelope into account.

If Eej is the maximum kinetic energy that the ion can possess including the

micromotion and still remain in the trap, the time tej at which the ion reaches a

kinetic energy of Eej is obtained by inverting Eqn. 5.5 as

tej =
mI

Γ
log

 2Eej

mI

[(
x2

0 + y2
0

) {(
ω2

r +
Γ2

4m2
I

)
+ q2

4

(
Ω2 + ω2

r +
Γ2

4m2
I

)}
+ z2

0ω2
z

]


(5.6)

where x0 = xi/(1 + q/2), y0 = yi/(1− q/2) and z0 = zi, Ω is the drive fre-

quency, q is the Mathieu stability parameter and ωr and ωz are the secular os-

cillation frequencies in the radial and axial directions respectively.

5.3.2 Monte-Carlo

A large number of samples of (xi, yi, zi) are generated consistent with the den-

sity distribution of the MOT from which the ions are initially created. Assuming
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Figure 5.6: The measured ion counts (red circles) as a function of hold time is shown to

be fitted with a function (black solid line) obtained by the non-interacting ion Monte-

Carlo model.

that an ion exits the trap when its total energy exceeds a particular value Eej, we

can calculate the time of ejection tej of the ion for each of these initial positions

using Eqn. 5.6.

The cumulative probability distribution for tej gives the fraction of ions ejected

from the trap at a certain time tej. From this we determine the fraction of ions

remaining in the trap at different times with respect to the initial population.

The model curve is compared with the measured data of Fig. 5.5(a) in the ab-

sence of MOT atoms for different values of Γ and Eej and the pair of (Γ, Eej) for

which the χ2 is minimized is taken as the final values for the model. The model

and the data are shown in Fig. 5.6 for Γ = 0.57× 10−25 kg s−1 and Eej = 2.83

eV. This value of Eej corresponds to an average secular motion energy of 0.8eV.

5.4 Estimating the ion temperature

In order to get an estimate of the temperature of the ion cloud for the width

of the time of flight distribution, we numerically simulate the process of the

detection of ions from different initial conditions. We generate positions and
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velocities of two hundred interacting ions for the instant just before they are ex-

tracted on to the detector. The spatial distribution is taken to be Gaussian with

the standard deviations (σx, σy, σz) in each direction to be inversely propor-

tional to the square of the respective secular motion frequencies (ωr, ωz) with

σ2
x ω2

r = σ2
y ω2

r = σ2
z ω2

z . The velocities are sampled from a Maxwellian distribu-

tion corresponding to a temperature T. This velocity distribution is assumed to

be independent of the spatial distribution. This is a reasonable assumption to

make given that the time of ion creation and the eventual evolution of the ions

in the presence of collisions is a stochastic process. From these initial condi-

tions, we evolve the motion of the interacting ions using a molecular dynamics

framework under the influence of the transient extraction voltages of the trap.

The arrival times of the ions at the detector area is determined and the specifics

of the detection circuit’s frequency response are incorporated to obtain an in-

tegrated waveform. The FWHM of this waveform is determined for different

values of σz and T, fitted with a surface and plotted as shown in Fig. 5.7.

5.5 Simulating the ion-atom collisions

To better understand the data of Fig. 5.5(a) in the presence of the MOT, we need

to adapt the general ion-atom collision calculations of Chapter 4 to the context

of our combined ion-atom trap. This is quite a challenging exercise for the fol-

lowing reasons:

1. There are multiple collisions involved for each ion.

2. The ion trajectories are non-linear and there are large variations in the

instantaneous velocities. This complicates the situation especially when

the cross-sections have an energy dependence.

3. The trajectories are further complicated by the presence of Coulomb re-

pulsion of the ions.
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Figure 5.7: The results of the extraction simulations. The width of the ion TOF dis-

tribution is plotted against the size of the ion cloud and the temperature just before

extraction. The size of the ion cloud is represented by the standard deviation along the

axial direction normalized with the standard deviation of the atom distribution. The

bands on the surface indicate the loci of equal ToF width corresponding to five values

of hold times in the presence of the MOT. The bands are coded as Green→ τih = 100s,

Blue→ τih = 120s, Red→ τih = 140s, Violet→ τih = 160s and Black→ τih = 180s.
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4. The density distribution of the atoms is non-uniform and the ions are mov-

ing through this in non-linear paths.

Given these challenges, in the following sections we attempt to, semi-quantitatively

characterize the interactions with numerical simulations. Our main aim is to es-

tablish that:

• The algorithms described below qualitatively demonstrate our cooling hy-

pothesis for a non-uniform density distribution of atoms.

• The cooling is active when only the elastic collisions are active.

• The presence of resonant charge exchange collisions indeed accelerates the

cooling process.

• The general qualitative trends and the time-scales of evolution of the ob-

served ion population are reflected by the simulations.

5.6 Simulation: The elastic and RCx channels

We first describe the simulations that compare the elastic and RCx channels for

their role in the cooling of the ions. Trajectories of hundred non-interacting

trapped ions are computed, each undergoing multiple collisions within a Gaus-

sian density distribution (standard deviation of = 0.43mm) of atoms about

the ion trap centre. The ions are evolved in the analytical potential given by

Eqn. 2.6, from a random initial position distribution which is much bigger than

the extent of the atomic distribution. The computation is done separately for

elastic collisions only and for elastic and RCx collisions combined. The ion−atom

binary interaction potential described in Chapter 4 determines the specifics of

the scattering event. All collisions are instantaneous and the time between colli-

sions is sampled from a Poisson distribution with a mean of 20 rf cycles chosen
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Figure 5.8: The fall in average ion kinetic energy (〈EK〉) as a function of the total num-

ber of collision events (which corresponds directly to evolution time) for the simulation

of 100 independent ions with the localized atoms. Here the green triangles represent

elastic and the blue circles represent elastic+RCx collisions. In both cases 〈EK〉 de-

creases with collision number. However, we note that for the elastic+RCx collision, the

reduction in 〈EK〉 is much faster when the ions are more energetic.

to balance the experimental reality and the computational constraints. Each col-

lision occurs with an impact parameter b chosen from a probability distribution

pb(b) ∝ b such that 0 < b < bmax where bmax corresponds to a scattering an-

gle θc > 60µ radians. The collision results in the change of ion velocity from

c → c′. When b < bcx, we account for a 50% probability for charge exchange to

occur. The kinematics of the collision are computed as described in Chapter 4.

The computed kinematic states of the ion and the atom are interchanged when

charge exchange takes place.

The mean ion kinetic energy for the cases where only the elastic channel is

active and both elastic and RCx channels are active is shown in Fig. 5.8. Ion

cooling is clear from the reduction of mean kinetic energy per ion of the non-

interacting ions in the trap with time. The step changes in the kinetic energy

occur for either a head on elastic or glancing RCx collision at the trap bottom.

The ions cool much faster when the RCx channel is active along with the elastic

88



Figure 5.9: The evolution of the ion population with hold time τih as computed from the

multiple collision simulations in the presence of the exponential anti-damping factor.

The simulations give the fraction of the initial ion population which is scaled to the

experimentally observed ion population at τih = 0. We note that this is qualitatively

similar to the blue trace of Fig. 5.5(a).

one. The initial spatial distribution of the ions is taken to be much bigger than

the FWHM of the atom density distribution to emphasize the role of compact-

ness in the distribution of atoms for ion cooling.

5.7 Simulation: Collisions in the presence of ion heat-

ing

To model the data of Fig. 5.5(a) in the presence of the MOT, we combine the

methods of Sections 5.3 and 5.6. The values for the anti-damping factor and

the maximum trappable kinetic energy computed in Section 5.3 are used to

model the evolution of the ion population in the presence of the atoms. We

perform the multiple-collision numerical simulations of Section 5.6 for hun-

dred non-interacting ions in the presence of the anti-damping factor Γ but this

time we sample their initial positions from the density distribution of the MOT
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(σ = 0.43mm and peak density of 1.8× 1015m−3). We sample an impact pa-

rameter b for each collision such that 0 < b < bmax with a probability distribu-

tion pb(b) ∝ b as before. However, to realistically represent the time-scales of

the measured data, after every collision we estimate the average macromotion-

speed 〈u〉 of the ion and the average atomic density n that it passes through.

From this we dynamically determine the time interval before the next collision

as Tcoll = nσs 〈u〉 where σs = πb2
max is a hypothetical cross-section correspond-

ing to the maximum sampled impact parameter. The calculated ion trajectories

are then analysed to determine the fraction of the ion population remaining in

the trap (with energy less than Eej) as a function of time. Both the elastic and

the RCx channels are incorporated in the simulations as described in Section 5.6.

The results of this simulation are shown in Fig. 5.9. Owing to the simplicity of

the approach, it shows only a qualitative correspondence to the blue trace of

Fig. 5.5(a). The anti-damping factor that we calculated for the case without the

MOT is valid for a dilute cloud of ions. However, in the presence of the col-

lisional cooling, the density of the ion cloud increases and the non-interacting

ion model with a single anti-damping factor is no longer a good approximation.

Also, the other channels of ion-atom collisions such as the charge exchange be-

tween an excited state atom and an ion have not been incorporated into the

simulation.
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CHAPTER 6

Conclusions

6.1 Summary of the results

We have designed a combined trap that confines 85Rb+ ions and cold 85Rb

atoms simultaneously with spatial overlap. The established technology of Mag-

neto Optical Trap (MOT) has been adopted to cool and trap the atoms. A mod-

ified linear Paul trap, that can simultaneously accommodate the MOT in the

same region of trapping, is designed to confine the ions. The different regimes

of operation of the ion trap and the effect of one trap on the other have been

numerically simulated and characterized.

The numerically validated trap design has been successfully implemented

and constructed. The simultaneous confinement of ions and cold atoms in this

trap has been demonstrated with an indirect, destructive detection technique

implemented for the optically dark 85Rb+ ions. The fluorescence from the atoms

has been measured to estimate the total number of atoms in the trap and their

density distribution. The parameter space of the ion trap has been scanned to

experimentally determine the stable regions of ion trapping. Generic sequences

and protocols have been formulated and implemented to perform experimental

studies on the ion-atom ensemble.

The elastic and resonant charge exchange collisions between the 85Rb+ ions

and the 85Rb atoms have been identified as the primary channels in our system.

The kinematics and mechanisms of these collisions involving ions and atoms in

their ground state have been formalized in the energy regimes that are relevant

to our experiment.

The conventional methods of buffer gas cooling of ions have established that
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the ion cooling is possible only when the mass of the buffer gas atom is much

less than that of the ion. The ion is expected to heat when the mass of the atom

is much greater than that of the ion and no significant exchange in energy takes

place for the case of equal masses. In this work, a hypothesis has been proposed

for the cooling of ions by collisions with atoms in a spatially compact distribu-

tion, for all mass ratios, contrary to the above expectations. This hypothesis is

studied for the case of 85Rb+ ions colliding with equal mass 85Rb atoms in the

MOT. The role of elastic collisions and resonant charge exchange collisions in

the cooling process have been studied by performing multiple-scattering nu-

merical simulations. The hypothesis for cooling is shown to be valid when

purely elastic collisions are present and the cooling process is shown to be ac-

celerated in the presence of resonant charge exchange collisions. The glancing

collisions where resonant charge exchange occurs is highlighted as an impor-

tant mechanism of cooling, where in a fast ion colliding with an atom at rest can

result in a slow ion and a fast atom.

The time evolution of the 85Rb+ ion population in the ion trap has been

experimentally studied in the presence and absence of the 85Rb atoms in the

MOT as a function of the hold time. Significantly longer trapping times of the

ions in the presence of the MOT atoms are observed compared to that in the

absence of the MOT atoms, with all other conditions remaining the same. This

is argued to be a stand-alone signature of ion cooling, thus verifying the above

hypothesis. The number of ions in the trap, after being in contact with the MOT

atoms for a hold time greater than 2min, is shown to be stabilized at a constant

value within the limits of experimental error. The width of the ion arrival time

distribution at the detector, which is a measure of the ion temperature, has been

measured as a function of the hold time and shows a qualitative signature of

ion cooling.

A Monte-Carlo simulation has been performed to model the experimentally

measured evolution of the trapped ion population in the absence of the MOT.
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A single exponential anti-damping factor is assumed to collectively represent

all the ion heating mechanisms and the functional form of the ion evolution

given by this simulation shows good agreement with the observed data and

we achieve quantitative agreement with a two-parameter fit. The anti-damping

factor hence derived has been used in conjunction with the multiple scatter-

ing simulation to get the qualitative features of ion stability in the presence of

atoms. Finally, the process of detection of the ions is numerically modelled for

different initial position and velocity distributions of the ions to obtain a corre-

spondence between the observed width of the ion arrival time distribution and

the temperature of the ions in the trap. The range of temperatures and cloud

sizes which correspond to the observed widths have been established.

6.2 Perspectives and future challenges

The scope of the present work has mainly focussed on the system of 85Rb+ ions

and cold 85Rb atoms. The study of ion-atom collisions in the combined trap can

be extended to other species of atoms and ions and their different isotopes. Ex-

periments with two different isotopes, for example 85Rb+ ions and 87Rb atoms,

can give a comparison between the resonant and non-resonant charge exchange

collisions while at the same time having almost equal masses. Relative collision

rates between the different channels can be determined by comparative stud-

ies. The cooling hypothesis presented here has been verified only for the 85Rb+

- 85Rb equal mass combination. Using a heavier species of ions or atoms, the

hypothesis can be verified for unequal mass ratios. The numerical simulations

of the ion-atom collisions in the present work, have been confined to the scat-

tering of ions and atoms in their ground states. However, the system such as a

MOT, has stochastic excitations and de-excitations of atoms between the ground

and excited states. The numerical study of charge-exchange collisions in such

a time-varying, stochastic framework is a challenging problem. The state of
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thermal equilibrium of the ions and the path to this equilibrium in the presence

of atoms is an interesting problem that can be further studied both experimen-

tally and numerically on this system. The intrinsically stabilized system of ions

and atoms can be used to probe the effect of the ion-atom interaction on the

photo-association of the atoms. This would potentially be the first step towards

the long term scientific goals of cold-chemistry and many-body studies in the

combined ion-atom system.
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APPENDIX A

Mechanical drawings of the ion trap

Given below are the mechanical drawings of the ion trap assembly. Each fig-

ure shows a specific part of the assembly with the relevant dimensions and the

material and quantity required. All dimensions are in mm. The components

shown here are to be used in conjunction with a vacuum chamber (Kimball

Physics: MCF600-SHD20000.16) and its associated groove grabbers (Kimball

Physics: MCF600-GG-CR04-A). For clarity, the fasteners required to secure the

the assembly are not shown in the drawings.
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Figure A.1: Layout: The layout of the ion trap in the chamber in top view with all the

components overlayed.
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Figure A.2: A zoomed in part of Fig. A.1 showing the ceramic disk and the groove-

grabber coupling arrangement.
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Figure A.3: Ceramic disk: The detailed dimensions of the ceramic holder that is used

to hold the quadrupole rods of the ion trap.
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Figure A.4: Coupling plate: This plate couples the ceramic disk to the groove grabbers

and hence to the chamber.
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Figure A.5: Spacer: This component introduces a rigid spacing between the ceramic

disk and the coupling plate.
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Figure A.6: Quadrupole rod: The quadrupole rods of the ion trap that are inserted into

the four corresponding holes of the ceramic disks.

101



Figure A.7: End electrodes: The ring shaped end-electrodes of the ion trap that are

inserted into the central holes of the ceramic disks by a push-fit arrangement.
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Figure A.8: Alignment jig: Four of these jigs are fastened onto each pair of adjacent

quadrupole rods to align their axes with respect to each other. Once the ion trap is fully

assembled, these jigs are dismantled.
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APPENDIX B

List of computer programs

Various programs have been used throughout this work for ion trap design,

numerical simulations of the dynamics of ions, experimental control and study

of ion-atom collisions. Given below is a list of the important programs. These

are available on request from the research group.

1. AutoCAD2000 files for the mechanical design of the ion trap assembly

shown in Appendix A

2. Stability of a single ion in the ion trap in the presence and absence of a

quadrupolar nagnetic field

3. Estimation of the probability of resonant charge exchange as a function of

impact parameter, from the molecular potential energy curves

4. Collisions of an ensemble of non-interacting ions with atoms in a MOT in

the absence of heating. This program is used to compare the efficiency of

ion cooling between different collision channels.

5. Monte-Carlo simulation of the ion’s heating in the absence of atoms, mod-

elled by a single exponential anti-damping factor.

6. Collisions of an ensemble of non-interacting ions with atoms in a MOT

in the presence of heating modelled by a single exponential anti-damping

factor. This program is used get the qualitative time-evolution of the ion

ensemble in the trap.

7. Molecular dynamics simulation of an ensemble of interacting ions sub-

jected to the transient extraction potentials of the ion trap from different

initial conditions. This program is used to mimic the process of detection

104



of the ions and relate their initial spatial spread and temperature with the

observed arrival time distribution.

8. Labview programs for controlling various devices on the experiment on a

single platform.
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