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ABSTRACT
We present constraints on a simple analytical model for hot diffuse halo gas, derived from a fit spanning two orders of magnitude
in halo mass (M500 ∼ 1012.5–1014.5 M�). The model is motivated by the observed prevalence of a precipitation limit, and its
main free parameter is the central ratio of gas cooling time-scale to free-fall time-scale (tcool/tff). We use integrated X-ray and
thermal Sunyaev–Zel’dovich observations of the environments around massive galaxies, galaxy groups, and clusters, averaged
in halo mass bins, and obtain the best-fitting model parameters. We find tcool/tff ∼ 50–110, depending on the model extrapolation
beyond the halo virial radius and possibly on biases present in the data sets used in the fitting analysis. The model adequately
describes the entire mass range, except for intermediate mass haloes (M500 ∼ 1013.5 M�) that systematically fall below the
model predictions. However, the best fits for tcool/tff substantially exceed the values typically derived from X-ray observations of
individual systems (tcool/tff ∼ 10–30). We consider several explanations for those discrepancies, including X-ray selection biases
and a potential anticorrelation between X-ray luminosity and the central galaxy’s stellar mass.

Key words: galaxies: clusters: intracluster medium – galaxies: haloes.

1 IN T RO D U C T I O N

Diffuse gas in virialized structures in the universe, such as galaxies
or galaxy clusters, offers a powerful probe of the formation and
evolution of these structures. While the physical properties of the
intracluster medium (ICM) hold clues for the evolution and formation
of galaxy clusters, the same can be said about the circumgalactic
medium (CGM) vis-a-vis galaxies. The physical processes occurring
in the diffuse gas in these two cases are, however, different. In the
case of gas in galaxy groups and clusters, the predominant non-
gravitational heating sources are likely to be energetic outflows from
the central active galactic nuclei (AGNs; Boehringer et al. 1993;
Mittal et al. 2011; Fabian 2012; Gaspari, Ruszkowski & Sharma
2012), while the dominant heating agents of the CGM in galaxies like
the Milky Way are thought to be starburst-driven winds (Borthakur
et al. 2013; Suresh et al. 2015; Suarez et al. 2016). In both cases,
a feedback loop is needed to keep the hot-gas atmosphere from
cooling, condensing to the central part of galaxy and producing too
many stars. Energetic events must heat the gas, and if that gas can
cool and fall back into the central galaxy, it should trigger additional
energetic events.

Both the scaling of ICM X-ray luminosity (LX) with halo mass
and the effects of AGN feedback on that scaling have been discussed
extensively in the literature (e.g. Churazov et al. 2001; Nath &
Roychowdhury 2002; Brighenti & Mathews 2003; Dalla Vecchia
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et al. 2004; Omma et al. 2004; Voit 2005). The observed relationship
between LX and halo mass implies that feedback in lower-mass
haloes has a greater impact on the central gas, elevating its cooling
time above the simple expectations from the radiative cooling of
gravitationally heated gas. Numerous observational studies find that
the central cooling time of the ambient medium is tightly correlated
with multiphase gas, star formation, and AGN feedback in the central
galaxy (Cavagnolo et al. 2008; Rafferty, McNamara & Nulsen 2008;
Loubser et al. 2016; Liu et al. 2019; Olivares et al. 2019), implying
that feedback is somehow linked to the central cooling time and the
accumulation of multiphase gas.

Theoretical studies indicate that there should be a lower limit on
the central cooling time of the ambient gas, below which it becomes
overly susceptible to production of cold gas clouds that rain toward
the centre and trigger strong feedback (Pizzolato & Soker 2005;
Gaspari et al. 2012; McCourt et al. 2012; Sharma et al. 2012b,a;
Gaspari, Ruszkowski & Oh 2013; Gaspari, Brighenti & Temi 2015;
Li & Bryan 2014; Choudhury & Sharma 2016; Voit et al. 2017;
Voit 2018). This so-called precipitation limit is near tcool/tff ≈ 10,
where tcool is the gas cooling time-scale and tff is the free-fall time-
scale. Here we adopt the standard definitions in the literature: tcool ≡
3nkT/[2neni�(T, Z)] and tff = (2r/g)1/2, where T is gas temperature,
ne is electron density, �(T, Z) is the radiative cooling function for gas
of metallicity Z, g is the local gravitational acceleration, and r is the
distance to the bottom of the potential well. Both observations (Voit
et al. 2015b, c, 2018; Hogan et al. 2017) and simulations (Li et al.
2015; Prasad, Sharma & Babul 2015, 2018; Meece, Voit & O’Shea
2017) support the hypothesis that such a limit exists in haloes of
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mass 1013–1015 M�, and it may extend all the way down to the mass
scale of the Milky Way (Voit et al. 2015a, 2019; Voit 2019).

The limit is thought to arise because accumulation of cold clouds
through precipitation dramatically boosts AGN feedback power.
When tcool/tff in the ICM is far above the limit, there is no multiphase
gas fuelling the AGN, and feedback is too weak to compensate
for radiative cooling. The central gas therefore cools and becomes
denser, which lowers tcool. As tcool/tff approaches the precipitation
limit, the ambient medium becomes increasingly susceptible to
multiphase condensation, because buoyancy is less able to suppress
thermal instability. When clumps of gas start precipitating out of
the ambient medium, they fall toward the centre and strongly boost
the AGN’s fuel supply. In response, a large increase in AGN power
adds heat to the ICM, which eventually raises tcool and alleviates
the precipitation. However, the AGN outburst itself can temporarily
stimulate additional condensation and precipitation by lifting low-
entropy gas to greater altitudes, producing large perturbations in
which tcool/tff locally drops below unity. The details of this interpre-
tation of the observed floor at tcool/tff ≈ 10 are still actively debated
(e.g. McNamara et al. 2016; Choudhury, Sharma & Quataert 2019),
but there is general agreement that uplift, nonlinear perturbations,
and condensation of cold gas clouds are all important components of
the feedback process.

Here we explore the prevalence of the precipitation limit by
analysing a large data set spanning two orders of magnitude in
halo mass: 1012.5 to 1014.5 M�. Our approach is inspired by Singh
et al. (2018), who used joint X-ray and thermal Sunyaev–Zel’dovich
(tSZ) effect (Sunyaev & Zeldovich 1972) constraints from stacking
of a cosmological sample of massive galaxies (Planck Collaboration
2013; Anderson et al. 2015) to constrain the hot CGM mass fraction
and its temperature. Those two probes are complimentary tracers
of the hot gas because they depend differently on density and
temperature; X-ray emission depends mainly on the square of the
gas-density profile, while the tSZ effect shifts the spectrum of the
cosmic microwave background (CMB) through inverse Compton
scattering of CMB photons in proportion to the product of density
and temperature (Sunyaev & Zeldovich 1969). Together, they
constrain both the total amount of ICM/CGM gas and its radial
density profile, enabling tests of the precipitation limit on halo mass
scales far below those probed by observations of individual objects.
However, Singh et al. (2018) considered only a limited subset of the
overall mass range (1012.6 M� � M500 � 1013 M�) because their
model, which assumed isothermal gas with a simple power-law
density profile (∝r−1.2), was too simple to characterize the hot gas
over the full ICM/CGM mass range.

This paper presents a more physically motivated model for the
hot halo gas, inspired by the analyses of the precipitation limit, and
applies it to the full mass range covered by the joint X-ray and tSZ
data sets. The two data sets follow the same selection criteria to
calculate the average signal corresponding to a given mass bin from
a large statistical sample of galaxies and therefore, are best suited for
a combined X-ray-tSZ analysis. Besides, to our knowledge, they are
the only available measurements spanning a large dynamical mass
range, thus enabling us to test the idea that diffuse gas in both galactic
haloes and galaxy clusters is maintained in a state dictated by the
precipitation limit.

We find that this simple parametric model is able to adequately
fit both sets of observational data, thus unifying the ICM and CGM.
However, the best-fitting value of min (tcool/tff) is 2–3 times greater
than indicated by high-quality X-ray observations of the higher-mass
objects. This apparent mismatch likely results from a combination

of two different observational biases: (1) individual objects selected
from X-ray surveys are likely to have greater central gas density
and lower min (tcool/tff) than is typical for their halo mass because
of Malmquist bias and (2) the mean X-ray luminosity of a stack of
central galaxies binned according to their stellar mass is likely to
underestimate the X-ray luminosity assigned to a given halo mass
because of Eddington bias, which leads to a systematic overestimate
of min (tcool/tff).

The paper is organized as follows. Section 2 presents the paramet-
ric model we use in our joint fits to the X-ray and tSZ data sets. Sec-
tion 3 provides more details about those data sets. Section 4 describes
our fitting analysis and presents the results. Section 5 discusses those
results, presenting comparisons with other constraints on the ICM
and CGM density profiles and exploring potential biases. Section 6
summarizes the paper. We adopt WMAP7 best-fitting cosmological
parameters (Komatsu et al. 2011).

2 PRECI PI TATI ON-LI MI TED H OT HALO
M O D E L

Here we investigate the precipitation-limited model for hot diffuse
halo gas introduced by Voit et al. (2018) and improved in Voit
(2019). The initial version of the model assumed that the hot halo
gas is in hydrostatic equilibrium within an isothermal potential well
having a constant circular velocity. Voit et al. (2018) showed that
applying an upper limit on electron density, so that tcool/tff ≥ 10 at all
radii, could fairly reproduce the observed upper limit on the X-ray
luminosity–temperature relation across a wide range of halo mass
(1012–1015 M�).

Voit (2019) made this very simple model more realistic by
introducing a decline in the circular velocity profile at large radii,
motivated by the observed temperature decline in the outskirts of
galaxy clusters (Ghirardini et al. 2019). At large radii, the circular
velocity vc(r) of the dark matter potential well follows an NFW form

vc,NFW(r) = vc,max

√
4.625

[
ln(1 + r/rs)

r/rs
− 1

1 + r/rs

]
, (1)

where vc, max is the potential’s maximum circular velocity, the factor
4.625 ensures that vc(rs) = vc, max for an isothermal potential and rs

is a scale radius corresponding to the concentration parameter c(M,
z) = R200/rs.1 Voit (2019) assumed vc to be constant at small radii,
in order to approximate a galactic potential well. Those functional
forms were then continuously joined at the radius rmax = 2.163rs

(independent of the concentration parameter), where the circular
velocity of an NFW profile peaks, giving

vc(r) =
{

vc,NFW , r > rmax

vc,max , r < rmax.
(2)

However, this form is inaccurate for galaxy clusters, because vc, max

can greatly exceed the circular velocity of the central galaxy, which
is usually not much greater than ∼ 400 km s−1. In this paper, we
therefore use a different potential model for the haloes with vc,max >

400 km s−1. For these high-mass haloes, we limit the constant portion
of the inner circular-velocity profile to be no greater than 400 km
s−1, so that

vc(r) =
{

vc,NFW(r) , r > rmax

max[vc,NFW(r), 400 km s−1] , r < rmax.
(3)

1M� ≡ � × 4πρcR
3
�/3, where ρc is the critical density of the Universe.
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Precipitation-limit 2469

In all of our models, the concentration parameter depends on halo
mass according to Dutton & Macciò (2014).

The properties of the ambient hot halo gas in a spherical potential
well are fully determined by its radial profile of specific entropy, the
assumption of hydrostatic equilibrium, and a boundary condition. In
the literature on this subject, specific entropy is typically represented
in terms of the entropy index K ≡ kT n−2/3

e . We assume here that
the entropy profile follows the precipitation-limited NFW (pNFW)
model of Voit (2019):

KpNFW(r) = Kbase(r) + Kpre(r), (4)

where

Kbase(r) = 1.32
kTφ(r200)

n̄
2/3
e,200

(
r

r200

)1.1

, (5)

Kpre(r) = (2μmp)1/3

[
tcool

tff

2ni

n

�(2Tφ)

3

]2/3

r2/3. (6)

In these expressions, kTφ ≡ μmpv
2
c (r)/2 is the gravitational temper-

ature associated with vc and n̄e,200 is the mean electron density asso-
ciated with a total matter overdensity 200 times the critical density.
Those characteristic values of temperature and density set the scale
of the entropy profile Kbase(r) produced by cosmological structure
formation (e.g. Voit 2005). The precipitation-limited entropy profile
Kpre(r) is determined by choosing a value for the ratio tcool/tff. In
this paper, we allow that ratio to be a free parameter, determined by
fitting the data. The definition of Kpre assumes T = 2Tφ because that
is the hydrostatic temperature of the gas with K∝r2/3 in an isothermal
potential.

Integration of the equation of hydrostatic equilibrium, given K(r)
and vc(r), yields

TpNFW(r) =
[

K
3/5
pNFW(r)

K
3/5
pNFW(r200)

]
T (r200)

+ 4

5

∫ r200

r

[
K

3/5
pNFW(r)

K
3/5
pNFW(r ′)

]
Tφ(r ′)

dr ′

r ′ . (7)

Obtaining a particular solution therefore requires a boundary con-
dition, which we choose to be the gas temperature at r200, specified
by

T (r200) = fT

(
M200

1014 M�

)αT

× Tφ(r200) (8)

This expression for the temperature boundary condition introduces
two more free parameters into the overall model: fT is the ratio of
the temperature at r200 to the virial temperature, Tφ(r200), of a halo
of mass M200 = 1014 M�, and αT determines the dependence of that
ratio on halo mass.

The only degree of freedom remaining in the model is the halo
gas metallicity, which is implicit in the radiative cooling function
(�) used to define Kpre. There is a large scatter in the observed
metallicity of the ICM (Leccardi & Molendi 2008; Molendi et al.
2016; Mernier et al. 2017; Lovisari & Reiprich 2019). However, all
of these observations point towards a rather flat metallicity profile
beyond 0.3–0.4R500, with a rise in metallicity near the cluster centre.
Determining the metallicity of hot CGM gas in lower-mass haloes is
even more difficult due to the lower gas densities. Prochaska et al.
(2017) found a median metallicity for the cool CGM of low redshift
L∗ galaxies close to 0.3 Z�. Oppenheimer et al. (2020) found the
metallicity of hot CGM gas in the EAGLE simulation to be greater
than 0.1 Z�. Given the large uncertainties in halo gas metallicity and

the relative insensitivity2 of tSZ and L0.5−2 keV on gas metallicity,
we fix Z = 0.3, consistent within the observational uncertainty in a
wide radial range. With this assumption, Equation (7) gives a unique
temperature profile, from which we obtain radial profiles of electron
density ne(r) = [kTpNFW(r)/KpNFW(r)]3/2 and electron pressure Pe(r)
= ne(r)kTpNFW.

To summarize, the free parameters of the model are: (i) tcool/tff,
the ratio of gas cooling time-scale to free-fall time-scale, (ii) fT, the
ratio of gas temperature at r200 to the virial temperature at M200 =
1014 M�, and (iii) αT, the mass-slope of the ratio T(r200)/Tφ(r200).

3 X -RAY AND tSZ DATA SETS

The tSZ signal traces gas pressure integrated along the line of sight,
and hence is degenerate between gas density and temperature. It
is most useful for measuring the product of halo gas mass and
temperature. The X-ray signal depends primarily on the integral
of gas density squared along the line of sight and has a weaker
dependence on gas temperature. It therefore helps to break the tSZ
degeneracy between gas density and temperature and is sensitive
to the distribution of gas within the halo, particularly at small
radii, where gas density peaks. Combination of the two signals
has been previously used to investigate cluster scaling relations
(Planck Collaboration 2011; Dietrich et al. 2019) and the detailed gas
distribution and thermodynamics in individual systems (Shitanishi
et al. 2018; Sayers et al. 2019) as well as averaged profiles using
stacked measurements (Singh et al. 2016, 2018) and to constrain
cosmological parameters (see Kozmanyan et al. 2019 and references
therein).

The analysis in this paper uses stacked tSZ (Planck Collaboration
2013) and X-ray measurements (Anderson et al. 2015) which
combine a large number of locally brightest galaxies (LBGs) from
the New York University Value Added Galaxy Catalogue based on
SDSS-DR7, stacked in stellar mass bins to obtain a high signal-to-
noise ratio (SNR) from galaxy clusters down to massive galaxies.
Conversion of stellar mass to halo mass is done using a mock SDSS
catalogue created from the Millennium Simulation (Springel et al.
2005; Guo et al. 2013). Both the above mentioned tSZ and X-ray
studies follow the same LBG selection criterion. The two data sets
uniquely span two orders of magnitude in halo mass, stacking ∼22,
000 objects in the lowest mass bin considered in the paper to around
36 objects in the highest mass bin. Stacked measurements from such a
large number of objects help in averaging over one-to-one variation
among individual objects, thus providing robust estimates of gas
properties as a function of halo mass.

Anderson et al. (2015) stacked X-ray luminosity in the 0.5–2 keV
band of the ROSAT all sky survey coming from within R500 around
the LBG. Planck Collaboration (2013) stacked cylindrical Compton
y-parameter measurements integrated over an aperture of radius 5 ×
R500. Analytically, these two observable quantities are given by

L0.5–2 keV =
∫ R500

0
2πrdr

∫ R500

r

2 neni�(Z, Te)r ′dr ′
√

r ′2 − r2
, (9)

Ycyl = σT

mec2D2
A(z)

∫ 5R500

0
2πrdr

∫ 5R500

r

2Pe(r ′)r ′dr ′
√

r ′2 − r2
. (10)

Note that Planck Collaboration (2013) derive YR500 (i.e. the tSZ
signal integrated within R500) using the pressure profile from Arnaud
et al. (2010) to convert the observed Ycyl to YR500. The conversion

2We verify that our results remain largely unaffected in the gas metallicity
range ∼ 0.1–1 Z�.
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factor is ∼1.796. Le Brun, McCarthy & Melin (2015) showed that
the conversion factor is sensitive to assumptions about the pressure
profile. We, therefore, directly compare our estimates to Ycyl to avoid
any biases introduced due to the conversion.

We use the Astrophysical Plasma Emission Code (APEC; Smith
et al. 2001) to compute the cooling function �(T, Z) corresponding
to the soft X-ray band, 0.5–2 keV. The tSZ signal is scaled to a fixed
angular diameter distance and both the tSZ and X-ray signals are
then scaled to zero redshift, to give

L̃0.5–2 keV = L0.5–2 keVE−7/3(z) (11)

Ỹcyl = YcylE
−2/3(z)(DA(z)/500Mpc)2, (12)

where, DA(z) is the angular diameter distance at redshift z and E(z) =√

� + 
m(1 + z)3. Computation of Ycyl requires extrapolation of

the pNFW model beyond r200, where the assumption of hydrostatic
equilibrium is less justifiable. Formally, the temperature boundary
condition applied at r200 in the pNFW model results in a rapid drop in
gas pressure beyond r200, which unphysically suppresses the resultant
tSZ signal. We therefore choose to extend the pNFW model beyond
r200 using two different assumptions that we expect to bracket the
actual conditions:

(i) γ model. This model for gas beyond r200 assumes a power-
law pressure profile, Ppl(r)∝r−3.3 at r > r200, which corresponds to
ne∝r−3 with a polytropic index γ = 1.1. The assumed slope of the
gas density profile corresponds to the NFW dark matter profile. The
adopted value of γ is consistent with the range suggested by Komatsu
& Seljak (2001), based on requiring the slope of the gas density
profile to match the slope of dark matter density profile near the virial
radius, and is also in agreement with the observed pressure profile
near galaxy cluster outskirts (Finoguenov, Reiprich & Böhringer
2001; Atrio-Barandela et al. 2008; McDonald et al. 2014).

(ii) Flat P model. This alternative model assumes that the gas
beyond r200 has constant pressure. That assumption might be more
appropriate for lower-mass systems in which feedback has pushed
out much of the halo gas that would have been within r200, producing
a flatter pressure profile at large radii.

Together, these models are likely to bracket the actual pressure
profiles beyond r200, and we normalize both of them so that the
pressure at r200 is continuous with the pNFW profile. Section 4.2
discusses the sensitivity of our best fits to these assumptions about
gas pressure at large radii.

The halo mass estimates for both Planck Collaboration (2013)
and Anderson et al. (2015) depend on modelling uncertainties in
the galaxy population because their relationships to each stellar
mass bin were determined through forward modelling of sample
selection and signal measurement using a single galaxy-population
simulation from Guo et al. (2013). Wang et al. (2016) later revised
those halo mass estimates using stacked weak gravitational lensing
measurements, because the lensing signal is more robust to modelling
uncertainties. Also, Wang et al. (2016) accounted for observational
and modelling uncertainties by comparing results from many galaxy-
population simulations. Their re-calibration resulted in 30 per cent
increases in the amplitude of the tSZ scaling relation and a 40 per cent
increase in case of the X-ray scaling relation. Therefore, we use the
effective halo masses from Wang et al. (2016) in our analysis.

4 FIT TIN G A NA LY SIS AND RESULTS

We used MCMC analysis to fit the pNFW models to the tSZ and
X-ray data sets. The free parameters, tcool/tff, fT and αT, are described

in Section 2. The total log-likelihood function for the combination
of these two data sets (which we assume are independent and
uncorrelated at fixed halo mass) is given by

lnL = C − 1

2

⎡
⎣ Nsz∑

i=1

(
log Ỹcyl − log Ỹ obs

cyl

σlog Ỹ obs
cyl

)2

i

+
NLx∑
j=1

(
log L̃X − log L̃obs

X

σlog L̃obs
X

)2

j

⎤
⎦ (13)

where the summations (i and j) are over the halo mass bins (Mi/j

500)
in which the tSZ/X-ray measurements are stacked, and σlog Ỹ obs

cyl
and

σlog L̃obs
X

are the observed lognormal uncertainties in the tSZ-mass
and luminosity–mass scaling relations, respectively. The lognormal
uncertainty σ log O (where O ≡ Ỹ obs

cyl or L̃obs
X ) includes contributions

from uncertainty in both the observable O (defined as σlog O,signal) and
the determination of M500 (defined as σlog M500 ). It is given by

σlog O =
√

σ 2
log O,signal + σ 2

log M500

(
d log O

d log M500

)2

. (14)

For σlog O,signal, we use the uncertainties calculated using bootstrap
analysis (see table 1 and table 3 in Planck Collaboration 2013 and
Anderson et al. 2015, respectively). We refer readers to Wang et al.
(2016) for the details of uncertainty estimation in case of M500.
Note that the number of halo mass bins used while fitting the
tSZ and X-ray data sets are different i.e. Nsz �= NLx due to the
low signal-to-noise in tSZ for the lowest halo mass bin. The term

C = − 1
2

[∑
ln
(
2πσ 2

log Ỹ obs
cyl

) + ∑
ln
(
2πσ 2

log L̃obs
X

)]
is independent of

input model parameters and therefore does not affect the fitting
analysis.

It is difficult to observe the temperature profile in low mass systems
due to the faint X-ray emission, however, a temperature decline has
been observed in a few massive spiral galaxies (Anderson, Churazov
& Bregman 2016; Bogdan et al. 2017). Observations of the ICM
temperature profile also show a decrease in temperature near cluster
outskirts (Moretti et al. 2011; Walker et al. 2012; Ghirardini et al.
2018, 2019). Therefore, we assume a conservative Gaussian prior on
fT = 0.5 ± 0.25 (in addition to fT > 0). The fiducial value of fT is
motivated by the observed temperature decline, to approximately half
the virial temperature near R200 in galaxy clusters (Ghirardini et al.
2019). We apply uninformative uniform priors on tcool/tff and αT.

4.1 Best-fitting parameters

Fig. 1 shows the resultant one-dimensional and two-dimensional
posterior probability distribution for the γ model (red contours) and
the Flat P model (blue contours), with dashed-red and dotted-blue
lines highlighting the best-fitting values of the model parameters,
respectively. Table 1 gives the best-fitting values of those parameters
for both the γ –model and the Flat P model, along with their values
when the data points near halo mass ∼ 1013.5 M� are excluded.

For the γ model, the best-fitting values of the model parameters
are tcool/tff = 104.06+9.74

−9.40, fT = 0.95 ± 0.06, and αT = −0.14 ± 0.03.
For the Flat P model, the best-fitting values are tcool/tff = 63.23+4.43

−3.34,
fT = 0.36 ± 0.02, and αT = −0.15 ± 0.04. The normalization of
the density profile and hence LX are sensitive to tcool/tff, therefore,
the constraints on the value of tcool/tff are largely determined by
the X-ray measurements for a given model. On the other hand,
both X-ray and SZ measurements play a crucial role in breaking
density–temperature degeneracy and thus constraining fT as well as
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Precipitation-limit 2471

Figure 1. The 68 per cent and 95 per cent confidence limit contours for our
fiducial γ model (red contours) and Flat P model (blue contours) shown by
the dark and light shaded regions, respectively. Dashed-red and dotted-blue
lines represent best-fitting parameter values for the γ model and Flat P model,
respectively.

αT. The statistical uncertainties on the parameters tcool/tff and fT are
formally < 10 per cent for both models, but the model-dependent
disagreements are much greater, indicating that the systematic
uncertainties in our modelling are greater than the statistical ones. In
contrast, however, the best-fitting values of αT are in good agreement.
Also, αT is significantly (�3σ ) smaller than zero, indicating that
the ratio of gas temperature near the virial radius to the halo virial
temperature declines as the halo mass increases.

Fig. 2 compares the X-ray and tSZ data sets used in the fitting
analysis with the best-fitting model predictions for the γ model
(dashed-red lines in the main panels and red points in the residual
panels) and the Flat P model (dotted-blue lines in the main panels and
blue points in the residual panels). Both models provide reasonable
fits to the entire mass range, capturing the overall trend quite well
considering the simplicity of the modelling. The models under-
predict the tSZ signal in the lowest mass bin, however, the detection
in this bin is at a significance <3σ and the residuals are consistent
with zero within 2σ .

The above analysis assumes that the stacked X-ray/tSZ signals
represent individual haloes (i.e. one-halo terms only). However,
Vikram, Lidz & Jain (2017) and Hill et al. (2018) showed that the
two-halo term makes a non-negligible contribution to the Planck
measurement of the stacked tSZ signal at masses M∗ < 1011.4 M�
i.e. M500 < 1013.6 M�. Repeating the analysis without using tSZ data
for these low mass bins gives, tc/tff ≈ 93 ± 11, ft ≈ 0.89 ± 0.08,
and αT ≈ −0.07 ± 0.06. The best-fitting values of tc/tff and fT are
consistent with the fiducial scenario within 1σ uncertainty, whereas,
αT decreases by a factor of two and is poorly constrained, showing
that the low mass bins are crucial in constraining the relationship
between gas temperature and halo mass. However, the one-halo terms
are expected to be dominant even at lower masses, and therefore our
results are robust against the two-halo contamination.

The best-fitting models systematically underpredict X-ray lumi-
nosity at cluster scales and overpredict it near M500 ∼ 1013.5 M�.
Additionally, the best-fitting values of tcool/tff are significantly larger
than the ones indicated by X-ray selected cluster samples. Section 5
discusses in detail the discrepancy at intermediate masses, the
comparison of our best fits with observations of gas-density profiles
in individual galaxies and clusters, and the impacts of biases on our
results.

4.2 Sensitivity to the pressure profile beyond R200

Our modelling depends systematically on assumptions about gas
pressure beyond R200 because of how those assumptions determine
the profiles of gas temperature and density at smaller radii. Panel
(a) of Fig. 3 shows pressure profiles corresponding to the best-
fitting parameters in Table 1. Beyond R200, those pressure profiles
are constrained entirely by the tSZ observations, which reflect the
product of temperature and total gas mass within the tSZ aperture
5R500(≈ 3R200). The Flat P model has a greater total gas mass within
that aperture, and so gas temperature at R200 must be lower than in
the γ model, in order to satisfy the tSZ constraints (i.e. Ycyl). Table 1
shows that the resulting difference in best-fitting temperature at R200

(as represented by fT) is approximately a factor of two.
In our models, this change in the boundary temperature requires

a compensating change (∼ 30 per cent) in the tcool/tff parameter in
order to satisfy the X-ray constraints. Panel (b) of Fig. 3 shows
that LX constraints force the density profiles of our two best-fitting
models to be nearly identical at �0.5R200. However, panel (c) shows
that gas temperature in the Flat P model is systematically lower at all
radii. Lower temperature everywhere is a direct consequence of the
lower-temperature boundary condition at R200, because the entropy
profile and gravitational potential are fixed (see equation 7).

In addition to our fiducial γ –model (i.e. Ppl∝r−3.3) and Flat P
model, Table 1 and Fig. 3 also present the best-fitting results for an
intermediate outer pressure profile slope, namely Ppl∝r−2.2 which
corresponds to ne∝r−2. In this case, the best-fitting values of tcool/tff

(≈ 89.18+7.88
−7.22) and fT (≈ 0.74 ± 0.05) are intermediate between the

two bracketing models. Note that, the best-fitting value of fT for
the shallower slope corresponds to the gas temperature closer to its
observed value in galaxy cluster (Ghirardini et al. 2018).

Fig. 3 highlights that the density profiles for the two γ −models
are nearly identical within R200. The X-ray emission is sensitive to the
central density profile (since X-ray emissivity is ∝ n2

e), and therefore
the model strongly constrains the shape of the density profile. Thus,
the density profiles of best-fitting models are all similar, but the
best-fit tcool/tff ratios differ due to the different gas temperatures
which is constrained by the tSZ signal. Models with steeper pressure
profiles add very little to the tSZ signal that comes from within R200,
because the integral of pressure over volume rapidly converges with
increasing radii. Therefore, the temperature of the gas within R200

needs to be large enough for that region to supply essentially all the
SZ signal. The two features give us a degeneracy between tcool/tff and
fT that depends on the outer pressure profile slope.

We expect the actual thermodynamic profiles of the ICM and CGM
to be bracketed by our γ model and Flat P model. Direct observations
of the temperature profiles of galaxy clusters suggest that they more
closely resemble the γ model. However, the apparent deficiency of
baryonic gas mass, relative to the cosmological baryon fraction, in
lower-mass haloes suggests that the Flat P model might be more
applicable to them, because of its greater fraction of baryonic mass
beyond R200.
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Table 1. Constraints on pNFW model parameters from MCMC analysis. Values in parentheses are constraints obtained
when excluding the mass bins M500 = 1013.20 and 1013.42 M�.

γ model γ model Flat P model
(Ppl ∝ r−3.3) (Ppl ∝ r−2.2)

tc/tff 104.06+9.74
−9.40 (91.55+10.36

−8.38 ) 89.18+7.88
−7.22 (79.21+7.80

−7.40) 63.23+4.43
−4.34 (56.68+4.70

−4.23)
fT 0.95 ± 0.06 (0.90 ± 0.07) 0.74 ± 0.05 (0.71 ± 0.05) 0.36 ± 0.02 (0.35 ± 0.02)
αT −0.14 ± 0.03 (−0.14 ± 0.04) −0.15 ± 0.04 (−0.14 ± 0.04) −0.15 ± 0.04 (−0.14 ± 0.04)
reduced-χ2 0.84 (0.64) 0.83 (0.93) 0.50 (0.48)

Figure 2. Comparison of best-fitting γ model predictions (dashed-red lines)
and Flat P model (dotted-blue lines) with stacked total X-ray luminosity
(lower panel) and stacked tSZ (upper panel) observations (grey points). The
subpanels at the bottom of each panel shows the residuals for the γ model (red
points) and Flat P model (blue points). The error bars shown in the residual
panels are given by equation (14). The blue points are shifted slightly towards
right-hand side for clarity.

5 D ISCUSSION

5.1 Comparison with individual systems

The observation of resolved profiles from individual systems are ideal
to constrain tcool/tff. However, such observations suffer from small
number statistics due to the small sky coverage of high-resolution
X-ray/SZ telescopes. These resolved systems are generally biased
towards the brightest ones. Additionally, the X-ray emission sharply
declines at large radii, making it even more difficult to detect and/or

resolve X-ray emission out to large radii and from smaller mass
systems. Therefore, the integrated and stacked measurements from
lower resolution, large sky surveys such as the ones used in this
work represent a practical solution to overcome these issues. In
this section, we compare the predictions for the electron-density
profiles from our analysis with some of the currently available
resolved profiles of individual galaxy cluster, groups and galaxies.
We also discuss the biases affecting the individual versus the stacked
measurements.

Comparing the electron-density profiles predicted by the analysis
of stacked data with direct observations shows that the best-fitting
models systematically underpredict the observed profiles of massive
haloes. Fig. 4 summarizes the situation.

Each panel of Fig. 4 shows data representing a different range
in halo mass, along with dashed and dotted lines showing model
profiles. Brown lines are the cosmological baseline profiles derived
from Kbase for the stated halo mass. Pink lines are the precipitation-
limited profiles derived from Kpre by choosing tcool/tff = 10 and
assuming the same metallicity (0.3 Z�) as the analysis of stacked
data. Grey lines give the pNFW profiles derived from adding Kbase

and Kpre to obtain KpNFW. In haloes with M500 > 1014 M�, the
pNFW profiles with tcool/tff = 10 are essentially cosmological at r >

0.1r500. But as halo mass declines, the precipitation limit becomes
increasingly restrictive, making the pNFW profiles at the low end of
the mass range nearly identical to Kpre(r).

Fig. 4 also shows the models from Section 2, given the best-fitting
parameters determined from our joint fits to stacked X-ray and tSZ
data (see Table 1). Dashed-red and dotted-blue lines show the best-
fitting pNFW models to the stacked data in Fig. 2. Lavender polygons
represent the best-fitting model from Singh et al. (2018) to a subset
of the same data spanning a narrower mass range.

5.1.1 Galaxy clusters

In the top left panel of Fig. 4 are density profiles of galaxy
clusters from Cavagnolo et al. (2009), which inspired the original
precipitation-limited models. At large radii, those profiles converge to
the cosmological baseline profiles. At smaller radii, electron density
does not exceed the precipitation-limited profiles with tcool/tff = 10.
Cool-core clusters (CC, thin blue lines) tend to track the pNFW
models with min (tcool/tff) = 10. Clusters without cool cores (NCC,
thin red lines) have central densities approximately an order of
magnitude less than the cool-core clusters.

Our best-fitting models to the stacked data prefer values of
min (tcool/tff) several times greater than observed in cool-core clusters
but less than the values of min (tcool/tff) observed in some clusters
without cool cores. However, the central density profiles of the NCC
clusters are distinctly flatter than in the pNFW models. As a result,
electron density at r > 0.1r500 in essentially all of the galaxy cluster
observations exceeds both the best-fitting γ model and Flat P model.
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Precipitation-limit 2473

Figure 3. (a) Pressure profiles for the best-fitting γ models (dashed-red lines for Ppl∝r−3.3 and long dashed-green lines for Ppl∝r−2.2) and the Flat P model
(dotted-blue lines) for three halo masses M500 = 1013 M� (top panel), 1014 M� (middle panel), and 1015 M� (bottom panel). The grey shaded regions highlight
the radial range where the pressure profiles are extrapolated. (b) and (c) the density and temperature profiles, respectively, for the best-fitting models. Horizontal
dashed-black lines correspond to n̄e,200 in panel (b) and Tφ (r200) in panel (c).

This feature helps to explain why those models tend to under-
estimate stacked X-ray luminosity at the high-mass end of our
explored range. By construction, a large value of the tcool/tff parameter
suppresses electron density at large radii as well as small radii.
Fig. 4 shows that the properties of hot halo gas in galaxy clusters
beyond 0.1r500 are determined almost entirely by cosmological
structure formation (i.e. Kbase, which by definition is independent
of tcool/tff), not the physics of radiative cooling and feedback (i.e.
Kpre, which carries the dependence on tcool/tff). Therefore, the LX

predictions of pNFW models at the high end of our mass range
are unrealistically sensitive to the tcool/tff parameter. For tcool/tff >

>10, they systematically underestimate the electron density observed
at 0.1R200 in galaxy clusters. Consequently, the best-fitting pNFW
models to lower-mass systems systematically underpredict LX for
M500 > 1014 M�.

5.1.2 Galaxy groups

In the top right panel of Fig. 4 are density profiles of galaxy groups
from Sun et al. (2009), represented by thin green lines. A pNFW
model with tcool/tff = 10 bounded by a γ model pressure profile
beyond r200 traces the upper envelope of the observed profiles,
including the inflection in slope near 0.1r500, where the profiles go
from being precipitation-limited to cosmologically limited. However,
a large majority of the profiles exceed the best-fitting models to the
stacked data at small radii, and all of them exceed those best-fitting
models at large radii.

These systematic differences between direct observations and the
fits to stacked data indicate the presence of bias in either the direct
observations, the fitting of the stacked data, or both. The objects
analysed by Sun et al. (2009) are X-ray selected and therefore
are subject to Malmquist bias, meaning that their electron-density
profiles are likely to be greater than average for their halo mass.
However, the low scatter among their density profiles at large radii
suggests that the true mean density profile nevertheless exceeds the
best-fitting model to the stacked data at >0.1r500.

It is also possible that Eddington bias causes the best fits to the
stacked data to have values of min (tcool/tff) that are larger than the
true mean value, therefore underestimating the true electron-density
profiles. Section 5.4 discusses this possibility in more detail.

5.1.3 Early type galaxies

The bottom left panel of Fig. 4 shows density profiles of early type
galaxies from Babyk et al. (2018). They extend only to ∼0.1r500

because the low surface brightness of their extended X-ray emission
is extremely challenging to observe beyond that radius. Again, a
large majority of the directly observed profiles in this X-ray selected
sample exceed the best-fitting models to the stacked data, indicating
some form of bias.

5.1.4 Milky Way halo

The bottom right panel of Fig. 4 compares the best-fitting models
with an array of constraints on the ambient density of the Milky Way’s
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2474 P. Singh, G. M. Voit and B. B. Nath

Figure 4. Comparisons of models with observed electron density profiles of individual haloes. Top left: Galaxy clusters from the ACCEPT sample (Cavagnolo
et al. 2009), with solid blue lines representing cool-core (CC) clusters with central H α emission and solid red lines representing non-cool-core (NCC) clusters
without Hα emission. Top right: Galaxy groups from Sun et al. (2009), shown with solid green lines. Bottom left: Early-type galaxies from Babyk et al. (2018),
shown with solid grey lines. Bottom right: Constraints on the Milky Way’s ambient CGM, compiled by Voit (2019) and represented with polygons and a line
with inverted triangles (see the text for details). In each panel, thick brown lines show cosmological baseline density profiles (derived from Kbase), thick pink
lines show precipitation-limited profiles (derived from Kpre with tcool/tff = 10), and thick grey lines show the pNFW profiles obtained from combining Kbase and
Kpre. Dashed lines represent profiles with the γ model pressure profile at large radii. Dotted lines represent profiles with the Flat P profile at large radii. As in
Fig. 2, dashed-red and dotted-blue lines show pNFW models based on the best-fitting parameters in Table 1. Lavender polygons represent the best-fitting model
of Singh et al. (2018).

hot halo gas, compiled by Voit (2019). Diamond-shaped polygons
represent constraints from ram-pressure stripping of dwarf galaxies.
The brown strip shows constraints from X-ray observations of O VII

and O VIII absorption lines, and the cyan strip shows constraints from
X-ray observations of O VII and O VIII emission lines. For both kinds
of X-ray constraints a metallicity of 0.3 Z� has been assumed. The
grey line with inverted triangles marks an upper limit on electron
density derived by Anderson & Bregman (2010) from dispersion-
measure observations of pulsars in the Large Magellanic Cloud. As in
each of the other panels, the data indicate an electron-density profile
with a slope similar to the pNFW model but with a normalization
that is greater by a factor ∼2 to 3.

5.2 Core-excised X-ray luminosity

In addition to measuring the total X-ray luminosity coming from
within R500, Anderson et al. (2015) measured the core-excised3

X-ray luminosity (Lce
0.5−2 keV) by masking the central 0.15 × R500

region. The core-excised luminosities of galaxy clusters are known
to be more robust against the complexities caused by small-scale

3Anderson et al. (2015) use the term CGM luminosity instead of core-excised
luminosity for both individual galaxies and galaxy clusters. However, we use
the latter terminology to avoid confusion as the CGM term is generally
associated with only the gaseous medium around individual galaxies.
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Precipitation-limit 2475

Figure 5. Same as the lower panel of Fig. 2 but for core-excised X-ray
luminosity.

physical processes compared to the total luminosity and hence are
more consistent with self-similar cosmological models (Maughan
2007; Pratt et al. 2009; Maughan et al. 2012; Bulbul et al. 2019).

Fig. 5 compares the core-excised luminosity measurements by
Anderson et al. (2015) with the predictions of our best-fitting models.
We find that both the γ model and the Flat P model fit the data better at
the lower mass and the higher mass ends of the data sets, whereas they
overpredict the core-excised X-ray luminosity of intermediate mass
systems, similar to what we found in case of total X-ray luminosity.

Simulations of X-ray emission from the CGM by van de Voort
et al. (2016) show that the CGM X-ray luminosity from galaxies
with ≥1012.5 M� is independent of star formation rate, and derives
mostly from the cooling of hot gas in quasi-hydrostatic equilibrium in
the background potential well (see also Sarkar et al. 2016). Therefore,
the processes operating in the CGM of these galaxies is expected to
be similar to those in high-mass groups and clusters of galaxies.

5.3 Discrepancies near 1013.5 M�

In Figs 2 and 5, the stacked X-ray luminosities of haloes in the
intermediate mass bins (M500 ∼ 1013.2–1013.5 M�) lie below the best-
fitting model predictions. In fact, the dip (i.e. the residual) in the
core-excised luminosity is more pronounced than the dip in total
luminosity (2.5σ in the case of core-excised X-ray luminosity as
compared to 2σ in the case of total X-ray luminosity) at these
intermediate masses indicating that the processes responsible for the
discrepancy play an important role in gas thermodynamics even at r
> 0.15 × R500. This dip in the X-ray luminosity may be related to the
high central velocity dispersion (σv � 240 km s−1) found in massive
ellipticals, which in turn maximizes the efficiency of AGN feedback
(Voit et al. 2020). In these systems, the AGN power is sufficient to
reduce the CGM pressure by lifting hot halo gas out of the galaxy’s
potential well, thus reducing X-ray luminosity. This effect cannot
persist to massive groups and galaxy clusters, because the greater
pressure of the surrounding medium does not allow as much lifting
of the halo gas by feedback. And at lower masses, kinetic AGN
power is not captured as effectively by the CGM and tends to drive
multiphase circulation instead of lifting the CGM out of the galactic
potential well.

This effect is also highlighted in fig. 5 of Voit et al. (2020) in
which the entropy profiles of massive elliptical galaxies with σv �
240 km s−1 are substantially greater than the precipitation limit at
∼ 10 kpc, translating to a lower CGM density. In the observational
study of X-ray bright elliptical galaxies, Lakhchaura et al. (2018)
found cool gas free (i.e. single phase) ellipticals have higher tcool/tff

(≈40–90) in the radial range ∼ 3–35 kpc than the ratio (≈30) in
ellipticals with extended multiphase gas. Voit et al. (2020) showed
that the absence of multiphase gas is correlated with a greater velocity
dispersion, and therefore these are the same type of galaxies with
higher values of tcool/tff. Our pNFW model therefore does not apply
to these systems and forcing the fiducial model to go through those
data-points biases the results.

We therefore repeated the MCMC analysis excluding the two
mass bins centred at M500 = 1013.20 and 1013.42 M�. Table 1 shows
the results of that analysis. There are only negligible changes in fT

and αT and hence the temperature profiles. However, the best-fitting
value of tcool/tff decreases by ∼ 10 per cent (for both the models
presented in this paper), consistent with a small rise in amplitude of
the L0.5−2 keV–M500c scaling relation that would otherwise be lowered
by the inclusion of intermediate mass haloes.

5.4 Eddington bias

The presence of scatter in the observable-mass scaling relations
(in our case L0.5−2 keV–M500c and M∗–M500c) has an indirect impact
on the estimation of stacked luminosity which can potentially bias
our estimates of best-fitting model parameters. The net change in
inferred X-ray luminosity (in a given stellar mass bin) compared
to an ideal model depends on a number of observationally well-
constrained ones (e.g. the slope of the halo mass function) as well as
some poorly constrained quantities (e.g. a potential anticorrelation
between L0.5−2 keV and M∗ at fixed halo mass). To first order, it is
given by,

�〈log L0.5−2 keV〉 = log e × [−αlxβσ 2
μ|m∗ + αlxβrlx,m∗σμ|lxσμ|m∗

]
,

(15)

where, β is the local slope of halo mass function, rlx, m∗ is the
covariance between L0.5−2 keV and M∗, and σ 2

μ ≡ σ 2/α2, with the
αs and σ s being the mass slopes and lognormal scatter of the scaling
relations, respectively. Appendix A provides a detailed derivation of
equation (15), based on Evrard et al. (2014).

The first term in equation (15) represents Eddington bias. Overall,
there are more low mass (and low LX) haloes, and therefore a greater
number are scattered into higher stellar-mass bins, compared to the
number of high-mass (and low LX) haloes that scatter into the lower
stellar-mass bins. That mismatch reduces the mean X-ray luminosity
attributed to the halo mass associated with a given stellar-mass bin.
The second term is controlled by the correlation between X-ray
luminosity and stellar mass at fixed halo mass (e.g. Farahi et al.
2019). A positive correlation (rlx, m∗ > 0) enhances the mean X-ray
luminosity, whereas, a negative correlation (rlx, m∗ < 0) reduces it.
Also, rlx, m∗ is the quantity least well constrained by observations in
equation (15).

The value of β depends on the mean mass and redshift of the
halo mass bin and it varies between ∼2–3 from the lowest to the
highest mass bin considered in this paper. We use αlx = 1.93 and
σ lx = 0.25 from Bulbul et al. (2019), and αm∗ = 0.8 and σ m∗ =
0.22 from Chiu et al. (2018). Note that both of these studies involve
massive galaxy clusters (M500 > 2–3 × 1014 M�) spanning a wide
redshift range. We fix rlx, m∗ = −1, and the slope and scatter of
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the scaling relations to these ballpark values to get a qualitative
estimate of maximum possible decrement in the mean X-ray lu-
minosity. We find �〈log L0.5−2 keV〉 ∼ −0.2 at M500 < 1013.8 M�.
The decrement quickly increases for higher mass haloes reaching
�〈log L0.5−2 keV〉 ∼ −0.3 at M500 = 1014.5 M�.

Repeating the MCMC analysis after taking into account the above
decrements in X-ray luminosity gives tcool/tff = 71.44+6.85

−6.49, fT =
0.86 ± 0.06 and αT = −0.13 ± 0.04 i.e. approximately 30 and
10 per cent decrements in first two parameters, respectively, and a
negligible change in αT. This experiment highlights that the large
value of tcool/tff can partly be explained by the presence of Eddington
bias in the stacked data sets. However, it is insufficient to bring our
predictions for the stacked measurements in agreement with the ones
obtained for X-ray selected sample of individual groups and clusters.

6 SU M M A RY

This paper has presented a simple analytical model for the hot diffuse
halo gas, inspired by the precipitation limit that appears to place an
upper bound on the gas-density profiles of galaxy clusters and groups.
We tuned the model parameters to the fit stacks of integrated X-ray
and tSZ data from haloes spanning two orders of magnitude in mass
(M500 ∼ 1012.5–1014.5 M�) to see if this single halo-gas model could
unify the ICM and CGM. Here, we summarize our main findings.

(i) Fitting of our analytical model with a γ model boundary condi-
tion to the stacked data gives the constraints tcool/tff = 104.06+9.74

−9.40,
fT = 0.95 ± 0.06 and αT = −0.14 ± 0.03. The negative value
of αT means that the ratio of gas temperature at R200 to the virial
temperature of the halo decreases as the halo mass increases.

(ii) For the analytical model with a Flat P boundary condition,
the best-fit model parameters drop to tcool/tff = 63.23+4.43

−4.34 and fT =
0.36 ± 0.02, while αT remains unchanged.

(iii) These statistically significant differences in the best-fit pa-
rameters indicate that the systematic uncertainties in our modelling
exceed the statistical ones. Uncertain assumptions about the pres-
sure profile beyond the virial radius are necessary to calculate a
cylindrical tSZ signal within the 5R500 aperture of the Planck data.
Those assumptions affect our best-fitting parameters through their
influence on the temperature boundary condition at R200, leading to
a degeneracy between the tcool/tff and fT parameters.

(iv) The observed hot-gas density profiles in individual galaxy
clusters, galaxy groups, massive ellipticals, and maybe even the
Milky Way are typically a factor ∼2–3 greater than the predictions
of our best-fitting models to the stacked data. This discrepancy could
arise from two different biases, one affecting the selection of the
directly observed objects (e.g. Malmquist bias), and another that
arises from the steep mass distribution function of the stacked data
sets we use (e.g. Eddington bias). However, it is clear that the pNFW
model with tcool/tff = 10 traces the upper envelope of the directly
observed density profiles across a wide range of halo masses.

(v) Our rough assessment of the magnitude of the Eddington bias
indicates that accounting for the maximum possible amount of that
bias reduces the best-fitting tcool/tff parameter by as much as by
30 per cent and reduces fT by 10 per cent.

Our analysis demonstrates that the pNFW model can match to
the stacked data sets at both the high-mass end (i.e. massive galaxy
groups and galaxy clusters) and the low-mass end (i.e. individual
massive galaxies), thus providing a unified prescription for the
CGM/ICM. However, it overpredicts the X-ray luminosity at inter-
mediate masses (M500 ∼ 1013.5 M�), indicating that the simplistic
nature of the model is unable to capture the physical processes
shaping the gas distribution at these mass scales. We expect the latest

tSZ and kSZ measurements at intermediate halo masses (Schaan
et al. 2020) to play a crucial role in understanding the complex
interplay between AGN feedback and the surrounding gas for such
systems. Besides, cosmological hydrodynamical simulations such
as Magneticum (Dolag et al. 2015; Teklu et al. 2015) exploring
individual galaxies, groups and galaxy clusters with simulation boxes
varying in size and resolution (e.g. from medium-resolution boxes
exploring ∼Gpc scales to extremely high-resolution boxes at smaller
scales from tens of Mpc to tens of kpc) are expected to help in
bridging the gap in the unification of the gas physics from the CGM
to the ICM.
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APPENDI X A : EDDI NGTO N BI AS

To estimate the Eddington bias, we follow Evrard et al. (2014) by
assuming power-law scaling relations for L0.5−2 keV–M500c and M∗–
M500c expressed in logarithmic form:

〈lX|μ〉 = πlx + αlxμ ± σlx,

〈m∗|μ〉 = πm∗ + αm∗μ ± σm∗, (A1)

where, ln L0.5–2 keV ≡ lX , ln M∗ ≡ m∗, ln M500 ≡ m500, μ ≡ ln M500
Mp

,
Mp is the pivot mass, π , α, and σ are the normalization, mass slopes,
and lognormal scatter of the scaling relations, respectively. The first-
order expansion of the mass function around pivot halo mass is given
by

n1(μ) = Ae−βμ (A2)

where, A and β are local amplitude and slope of the mass function,
respectively. Using above approximation to obtain the mean X-ray
luminosity at fixed stellar mass gives

〈lX|m∗〉 = πlx + αlx

[〈μ|m∗〉 + βrlx,m∗σμ|lxσμ|m∗
]
, (A3)

where, rlx, m∗ is the covariance between L0.5–2 keV and M∗, σ 2
μ|lx,1 =

σ 2
lx/α

2
lx , σ 2

μ|m∗ = σ 2
m∗/α

2
m∗ , and

〈μ|m∗〉 = (m∗ − π∗)/αm∗ − βσ 2
μ|m∗ . (A4)

Combining equations (A4) and (A3) gives the mean X-ray luminosity
in a given stellar mass bin, i.e.

〈lX|m∗〉 = πlx + αlx
[
(m∗ − π∗)/αm∗ − βσ 2

μ|m∗ + βrlx,m∗σμ|lxσμ|m∗
]
.

(A5)

In the absence of any scatter in the scaling relations we obtain

〈lX|m∗〉 = πlx + αlx(m∗ − π∗)/αm∗ . (A6)

Therefore, the presence of scatter changes the mean luminosity in a
given stellar mass bin by

�〈lX|m∗〉 = −αlxβσ 2
μ|m∗ + αlxβrlx,m∗σμ|lxσμ|m∗ . (A7)

This paper has been typeset from a TEX/LATEX file prepared by the author.
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