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Synopsis

The primary objective of statistical physics is to explain the behaviors of a macro-

scopic system by starting its description from the microscopic level. Undoubtedly,

the most successful branch of this subject is its equilibrium counterpart, which is

quite old and well-established with its foundations and formalisms. It is well known

that the equilibrium of a macroscopic system is ensured by the principle of the

detailed balance. It states that the net current between any two points in the con-

figuration space is zero if the system is in equilibrium. If the net current is non-zero

in the same case, then the system is in non-equilibrium for which there is no widely-

accepted framework like equilibrium exist in the literature. Besides that, the variety

of non-equilibrium systems and the richness of emergent phenomena therein makes

the subject interest growing in time.

Among varieties of non-equilibrium systems, in recent years, there has been a

growing interest in a particular kind of system, namely the self-driven interacting

many particles. The main feature of these types of systems is that its driving force

is not external in origin, but are produced by each particle (agent). The self-driven

character of individual agent and the complex interactions among them emerge

different new phenomena, which are usually not observed in equilibrium systems.

Example of such systems includes swarming bacteria, school of fish, flocking of birds,

animal herds, pedestrian movements, including traffic and traffic-related flows.

Among a plethora of phenomena in self-driven interacting particle systems, we

mainly focus on the problem of overtaking. Studying this phenomenon in detail is

the goal of this thesis. Notably, this phenomenon usually appears in traffic or traffic-

related flows where a fast-moving agent from behind can go in front of an agent

moving slowly in the same direction. Although, the phenomena is quite widespread,

surprisingly, statistics related to it has not been studied much in the literature. It

motivates us to investigate this problem by making logic-based interactions among
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Synopsis

the agents, including the non-interacting case of the Jepsen gas. In addition to the

infinite number of agents in a system, we also studied the same problem by con-

sidering a finite number of agents in a periodic system to understand the finite-size

effects on overtaking statistics. Keeping all these points in mind, the organization

of this thesis has been made as follows:

Chapter 1: Introduction

In this chapter, starting with a brief description of foundations of equilibrium

system, we shortly give an introduction of non-equilibrium systems with a particu-

lar emphasis on interacting particle systems and on self-driven many particles. As

an example of a simple non-equilibrium system as well as a prototype of a single

self-driven particle, we discuss a problem of a biased random walker on a periodic

lattice. Next, as a paradigmatic model of interacting many particles, we briefly

discuss the totally asymmetric simple exclusion process (TASEP). Note that the

TASEP can be thought of as an example of self-driven (interacting) many parti-

cles without any overtaking. Finally, in the end, we briefly survey the literature

of TASEP and TASEP related models in a particular direction where one may see

overtakings among the particles to justify the relevance of our thesis in the context

of interacting many particles.

Chapter 2: Statistics of overtakes by a tagged agent in Jepsen gas

In this chapter, we begin with a simple non-interacting model of self-driven agents,

namely the Jepsen gas, to get an introductory essence of overtaking by a tagged

agent. The model we consider is non-interacting in the sense that all the point-like

constituents or agents in this system can pass each other without any obstacles. The

self-driven character of each agent is assigned by random but constant initial veloc-

ity. For simplicity, we have chosen all these velocities independently from a common

distribution. We consider two different initializations depending on how the agents

are distributed in space. They are respectively the uniform distribution of agents

and a constant gap between all neighboring agents. Starting with these set-up, each

agent moves with its constant velocity in time. In this system, as a quantity of
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Synopsis

interest, we investigate the net overtaking number m(t) by a tagged agent at time

t. By definition, it is the total number of agents that the tagged agent overtakes

minus the total number of agents that overtake the tagged agent in a given duration

of time. Two different probability distributions associated with the net overtaking

number by a tagged agent have been studied. They are namely the conditional and

the unconditional distributions. In case of conditional distribution, we exactly know

the tagged velocity where we calculate and identify it as the Skellam distribution in

case of randomly distributed agent in space. In case of unconditional distribution,

we pick an agent in random, and find out that the distribution of the net overtaking

rate m/t converges to the initial velocity distribution with a Galilean shift by the

mean of the distribution in the limit t → ∞. We have also studied the finite time

behavior of this distribution by considering the four different velocity distributions,

namely uniform, Gaussian, exponential, and power-law distribution.

Chapter 3: Statistics of overtakes by a tagged agent in a system of

interacting agents

In this chapter, we consider a simple model of interacting self-driven agents to

study the statistics of net overtaking number by a tagged agent. Our model is an

infinite lattice with entirely occupied of singly-seated agents with their constant but

random initial velocities which are taken independently for each agent from an iden-

tical distribution. With time, each neighboring pair in this system are exchanged

their sites with a specified rate that depends on their respective velocities. Three

different cases depending on these exchange rates are studied. In the first case, for

simplicity, we consider the exchange process is independent of velocities and occurs

at a unit rate. In this case, the net overtaking number m(t) ∝
√
t at large time t and

m/
√
t, in the limit t→∞, is distributed according to the Gaussian distribution. In

the next case, the left and the right velocities, vL and vR, of an adjacent pair are

exchanged their sites at the rate one if the velocity at the left is higher than the same

at the right, i.e., vL > vR. In this case, the mean m(t|v0) of a tagged agent of velocity

v0 grows linearly with time whereas the corresponding variance 〈m2(t|v0)〉c shows

a linear increment ∝ t followed by a super-diffusive growth ∝ t4/3 with a velocity

dependent transition time t∗1(v0). The scaled distribution of p(m, t|v0) we have found
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Synopsis

in the limits t << t∗1(v0) and t >> t∗1(v0). In the same case, we have also found the

distribution of m/t of a randomly chosen agent, in the limit of t→∞, is distributed

uniformly on [−1 : 1] which is independent of the initial velocity distribution. We

also discuss the large time approach to this limiting behavior before moving to the

third case, where we consider the rate of exchange of a neighboring pair is equal to

their relative velocity vL − vR in addition to the condition of vL > vR. The qual-

itative behavior of 〈m(t|v0)〉, 〈m2(t|v0)〉c, and p(m, t|v0), in this case, remain same

as that of the earlier one except a new super-diffusive behavior of 〈m2(t|v0)〉c and

the Gaussian scaling function of p(m, t|v0) appears above the velocity dependent

transition time t#1 (v0). Although the exact nature of the super-diffusion is unclear

in this case, we have found this behavior and the corresponding scaling distribution

is quite robust in a sense that, it seems, it is independent of the initial velocity dis-

tribution. In case of a randomly chosen agent the distribution of m/t, in the limit

t → ∞, converges to the distribution of velocity itself, with a Galilean shift by the

mean velocity. The finite but large time behavior of the same is also discussed in

case of four different initial velocity distributions.

Chapter 4: Finite-size effects on overtaking in case of Jepsen gas on a

ring

In this chapter, we consider a Jepsen gas on a ring to the study finite-size ef-

fects on the statistics of net overtaking number by a tagged agent. We discuss the

problem with two different ensembles. In the first, we take a fixed number of par-

ticles distributed randomly within the system whereas, in the next, the number of

randomly distributed particles in different ensembles are chosen according to the

Poisson distribution. With a fixed number of agents, we first derive an approximate

result of the net overtaking number by a tagged agent of known velocity. By using

this result, we calculate all the corresponding cumulants, and hence, the conditional

probability distribution in case of four different initial velocity distributions, namely,

uniform, Gaussian, exponential, and power-law distributions. In addition to that the

unconditional probability distribution of the net overtaking number by a randomly

chosen tagged agent is also calculated. We revise all these quantities of interest in

case of 2nd ensemble including a brief introduction of finite size scaling analysis and
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Synopsis

the dynamical exponent. Exact or approximate analytical results are presented in

all cases with the support of the numerical simulation.

Chapter 5: Finite-size effects on overtaking in case of interacting agents

on a ring

In this chapter we consider a periodic one-dimensional lattice with each site occu-

pied by a singly-seated, self-driven agent to study how the finite system size affects

the statistics of the net overtaking number by a tagged agent. The self-driven char-

acter of the agents is assigned by constant but random initial velocities by drawing

them independently from a common distribution. In time, each pair of agents at

adjacent sites exchange their positions with a specified rate while retaining their re-

spective velocities. Depending on this exchange rate we discuss three different cases:

in the 1st case a pair of agents exchange their positions at the rate 1, independent of

their velocities. The velocity independent exchange makes the net overtaking num-

ber by a tagged agent to execute a simple random walk on the lattice without being

affected by the finite system size. In the next two cases, exchange of position occurs

only if the velocity of the “left” is higher with the rate 1 and equal to the modulus of

their relative velocity, respectively. The effects of the finite system size are obtained

in both cases while we are studying the conditional and the unconditional distribu-

tion of the net overtaking number by a tagged agent. Besides that, in case II, we

compute the dynamical exponent z = 3/2 using the finite-size scaling analysis. Tak-

ing cues from this case, we compute the golden mean z = (1+
√

5)/2 ' 1.618 in case

III. Finally, in the end, we summarize our results with possible future directions.

Prof. Sanjib Sabhapandit Santanu Das

Theoretical Physics

Raman Research Institute

Bangalore 560 080, India
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Chapter 1

Introduction

The aim and objective of this thesis is to study one particular kind of non-equilibrium

system, namely, the self-driven many particles. Before going into description of

this system, first, we briefly explore the statistical mechanics and its equilibrium

counterpart followed by the non-equilibrium statistical mechanics with an emphasis

on interacting particle systems.

The primary goal of statistical mechanics is to study behavior of a macroscopic

system by starting its description from the microscopic level [1–5]. Macroscopic

systems essentially consist of a large number of components like atoms, molecules,

particles, spins, agents, etc. Statistical mechanics aims to describe how local in-

teractions among these components at the microscopic level give rise to emergent

phenomena at the macroscopic level. This subject can be seen as collections of

tools and techniques which are constructed on the basis of statistics and probability

theory to solve a wide range of problems.

Broadly, one can divide statistical physics into two classes. They are respec-

tively, the statistical physics of systems in equilibrium and the same for systems

out-of-equilibrium. A well-known example of a system in equilibrium is an ideal gas

coupled with a heat reservoir. Out-of-equilibrium systems can attain a stationary

state at late time. A canonical example of a system in a non-equilibrium stationary

state is a metal bar with two ends in contact with two heat reservoirs maintained at

two different temperatures. In the steady-state, there exists a constant heat current

throughout this system, which is determined by the coefficient of heat conductivity.

Notably, all the macroscopic behavior of this system in the linear response regime

is encoded in this transport coefficient. Unlike non-equilibrium systems, no average
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Introduction

steady state current exists in a system which is in equilibrium. The average macro-

scopic properties of a system in equilibrium or in non-equilibrium stationary state

are independent of time. But at the microscopic level, the system evolves through

different microstates. The distinction between them can be made from the micro-

scopic level. For that, we consider a classical Markov process which is fully specified

by a set of microstates {C1, C2, C3, ..}. During the time evolution, the system goes

through different microstates. Within time t to t+ dt the transition rate from Ci to

Cj is M(Cj, Ci) dt. According to the Markov hypothesis, it is assumed that these

transition rates are independent of all previous history of the system. In addition,

we assume these rates to be independent of time also. The time evolution of the

probability distribution of a given microstate Ci is governed by the Master equation

d

dt
Pt(Ci) =

∑
Cj 6=Ci

M(Ci, Cj) Pt(Cj)−
∑
Cj 6=Ci

M(Cj, Ci) Pt(Ci). (1.1)

The first term on the right hand side counts all incoming flux to state Ci whereas

the second term counts the outgoing flux from Ci. One can further write it as

d

dt
Pt(Ci) =

∑
Cj 6=Ci

(M(Ci, Cj) Pt(Cj)−M(Cj, Ci) Pt(Ci)) =
∑
Cj 6=Ci

Jt(Ci, Cj)

with Jt(Ci, Cj) denotes for the net probability current between Ci and Cj. When a

system reach in a stationary state, it means d
dt
Pt(Ci) = 0, or

∑
Cj 6=Ci Jt(Ci, Cj) = 0

for all Ci. Notably, equilibrium is a special case for which Jt(Ci, Cj) = 0 for any Ci
and Cj. This is well-known principle of the detailed balance. It states that if the net

current between any two points in the configurational space is zero, then the system

is in equilibrium, otherwise it is out of equilibrium.

1.1 Equilibrium statistical mechanics

Equilibrium statistical mechanics and thermodynamics are closely related to each

other. Thermodynamics is a phenomenological description of a macroscopic sys-

tem in equilibrium [6, 7]. The basic principles and laws in this discipline were

established on the basis of empirical observations and summarized by the laws of

thermodynamics. It does not require any knowledge of microscopic interactions
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among the constituents. Rather it describes the system in terms of a few macro-

scopic parameters, called state functions like pressure (P), volume (V), temperature

(T), chemical potential (µ).

Equilibrium statistical mechanics on the other hand, formulates a theoretical

framework from the microscopic level to justify those empirical observations of ther-

modynamics. The micro-macro connection in this discipline was first found by

Boltzmann about a century ago. He hypothesized that all the microstates of an

isolated system in equilibrium are equiprobable. By definition, an isolated system

does not exchange any heat, particles, or mechanical energy with the environment.

Collection of its all the microstates named as microcanonical ensemble. The compu-

tations of a macroscopic observable in this ensemble reduces into a counting problem

through the relation

S = kB log Ω (1.2)

which bridges entropy S (macroscopic) and the number of microstates Ω (micro-

scopic) of a given system via the Boltzmann constant kB.

This complete isolation is quite rare in nature, and one can think of it as an

idealized case. Equilibrium statistical physics, in fact, goes beyond the isolated

system by setting up couplings with the external reservoirs and allows the system

to exchange heat, particles, and mechanical work. Depending on the exchange of

different quantities, one can construct different ensembles. Of them, one is the

canonical ensemble. This ensemble allows the system to exchange energy with its

external reservoir which is maintained at a constant temperature T . The micro-

macro connection in this case is expressed in terms of free energy F and the partition

function Z as

F = −kBT log Z. (1.3)

In fact, in this case, one can obtain the time-independent probability of a given

microstate C as Peq(C) ∝ e−E(C)/kBT , with E(C), the energy associated with C and

the normalization constant Z.
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Introduction

1.2 Non-equilibrium statistical mechanics

Unlike equilibrium, the time-independent weight of a microstate in a system in

nonequilibrium stationary state is not known in principle. Such systems are defined

by the dynamics that violates the principle of the detailed balance at the microscopic

level and the rules reflect every details present in the system like the nature of inter-

action of the system with the surroundings. These kind of systems are widespread

in nature. Examples include living organisms, financial markets, social networks,

traffic and traffic related movements, reaction-diffusion system, growing interface

etc.

Broadly, one can divide non-equilibrium systems into two classes. They are, re-

spectively, systems that are slightly away from equilibrium and systems that are far

away from equilibrium. For systems slightly away from the equilibrium there ex-

ists an efficient framework, namely, the linear response theory [8]. However, unlike

equilibrium and near equilibrium systems, we are yet to have a unified framework

for systems far away from equilibrium.

Although there is no general framework, substantial progresses have been made

in recent years. In the next subsection, we discuss a theoretical framework which

has been extensively studied in the context of systems far away from equilibrium.

We also include a brief description of a particular kind of non-equilibrium system,

namely, the self-driven many particles which we are going to deal with in this thesis.

1.2.1 Interacting particle system

Interacting particle system (IPC) [9–13] offers a theoretical framework to study

collective phenomena in complex systems which involve interaction among its com-

ponents. The basic principle of this framework is as follows: first, it presents all the

components of a complex system as particles on a lattice or some discrete geome-

try. The individual dynamics of the particles and the interactions among them are

formulated by local rules which reflects the micrscopic details of the original com-

plex system. These rules are logic-based which can violate the principle of detailed

balance at the microscopic level. Some extensively studied models which are built

on the basis of this framework are asymmetric simple exclusion processes, random
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average processes, zero range processes, voter model etc.

1.2.2 Self-driven many particles

Among various non-equilibrium systems, in recent years, there has been a growing

interest in a particular kind of system, namely self-driven many particles [14, 15].

The main feature of these type of systems is that the driving forces acting on each

constituting particles are not external in origin, but are produced by the particles

themselves. Examples of such systems include swarming bacteria, school of fish,

flocking of birds, animal herds, pedestrian movements, including the vehicular traffic

and traffic-related flows. From the self-driven character of individual constituents

and their complex interactions emerge different new phenomena. Examples include

collective movements and phase transition [17], phase separation [16], intermittency

and clustering [18] etc.

In this thesis we aim to deal with these kinds of systems. Hence to get an introduc-

tory idea and essence, in the next two sections, we aim to discuss two paradigmatic

models of self-driven agent(s).

1.3 Single self-driven agent: Biased random walk

As an example of a simple non-equilibrium system, and also as a prototype of a

single self-driven agent, in this section, we briefly discuss the biased random walk

(BRW) on a periodic one-dimensional (1D) lattice. Historically, the problem of

random walk was first introduced by Karl Pearson in 1905 [19]. Since then, numerous

variants of this model were proposed and studied in the context of different complex

systems [20–24]. For convenience, here we discuss the continuous-time, discrete

space (lattice) variant of the BRW.

Consider a 1D lattice of N sites (j = 0, 1, 2, ..., N − 1) with periodic boundary

conditions (PBC): N + j = j. We consider a walker on this lattice at position j = 0

at time t = 0. The time evolution rule is: the walker jumps to the right (r) and

the left (l) neighboring sites with the rates pr and pl respectively (see FIG. 1.1). It

implies that within a small interval of time dt the walker jumps to the right with
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Figure 1.1: Schematic of biased random walk on a periodic one dimensional lattice.
The walker can hop to the right and the left neighboring sites with the rates pr and
pl respectively.

probability prdt, to the left with probability pldt, and is at the same position with

probability 1− (pr + pl)dt. Notably, “biased” means the walker has a preference of

movement in a given direction. For example, for pr > pl, the bias is on the right.

For pr = pl it becomes simple random walk.

The time evolution of the probability distribution P (j, t) of the walker of being

at site j at time t is governed by the Master equation [25] which can be written by

taking dt→ 0 as

d

dt
P (j, t) = pr P (j − 1, t) + pl P (j + 1, t)− (pr + pl) P (j, t). (1.4)

Now, to solve this equation with the initial condition P (j, 0) = δj,0, we first recall

the discrete Fourier transform

P̃ (κ, t) =
N−1∑
j=0

P (j, t) Exp

[
2πijκ

N

]
(1.5)

with i =
√
−1. By using this on Eq. (1.4) we can get

d

dt
P̃ (κ, t) = λκ P̃ (κ, t) (1.6a)

with λκ = pr

(
Exp

[
2πiκ

N

]
− 1

)
+ pl

(
Exp

[
−2πiκ

N

]
− 1

)
. (1.6b)
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Employing the initial condition P (j, 0) = δj,0 in Eq. (1.6a) we can obtain

P̃ (κ, t) = P̃ (κ, 0) eλκt = eλκt. (1.7)

Now, the inverse Fourier transform yields

P (j, t) =
1

N

N−1∑
κ=0

P̃ (κ, t) Exp

[
−2πijκ

N

]
=

1

N

N−1∑
κ=0

eλκt Exp

[
−2πijκ

N

]
. (1.8)

In the next Section we discuss the behavior of the displacement distribution in

two different limits. Of them one is transient and other is stationary. The transient

limit is obtained by taking N → ∞ first, and then t → ∞, whereas the other by

taking t → ∞ first, and then N → ∞. In the transient limit all the results are

independent of the system-size N , whereas in the opposite limit it depends on N .

1.3.1 Taking N →∞ first, then t→∞

In the limit of N →∞, considering k ≡ 2πκ/N as a continuum variable within −π
to π, one can write Eq. (1.8) as

P (j, t) =
1

2π

∫ π

−π
dk eλkt e−ijk (1.9a)

with λk = pr
(
eik − 1

)
+ pl

(
e−ik − 1

)
. (1.9b)

By defining c = j/t, we can express the distribution as

P (c, t) =
t

2π

∫ π

−π
dk e−t λ(c,k) (1.10a)

with λ(c, k) = ick − λk. (1.10b)

At any finite but large time t, the dominant contribution to this integration comes

from the saddle point, i.e., the point (k∗) which can be obtained by solving

d

dk
λ(c, k) = 0 or, pre

ik∗ − ple−ik
∗ − c = 0. (1.11a)
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Figure 1.2: Probability distribution
function P (c, t) is plotted versus c − 〈c〉
at time t = 100 by considering the right
and the left jumping rates pr = 0.8 and
pl = 0.1 respectively. The bold (red) line
in the plot results from Eq. (1.14) which
is showing good agreements with the nu-
merical simulation result. A Gaussian ap-
proximated result is also plotted which
matches well around the mean but shows
clear deviations at the tails of the distri-
bution.

By solving this equation one can find the saddle point

k∗ = −i log

[
c±

√
c2 + 4prpl
2pr

]
. (1.11b)

As
√
c2 + 4prpl ≥ c, we can say that +ve would be the relevant solution of k∗. Now,

replacing k∗ in the expression of λ(c, k) in Eq. (1.10b) we can calculate

φ(c) ≡ λ(c, k∗) = c log

[
c+

√
c2 + 4prpl
2p

]
+ (pr + pl)−

√
c2 + 4prpl, (1.12a)

and φ′′(c) ≡ λ′′(c, k∗) =
√
c2 + 4prpl. (1.12b)

Now, by expanding λ(c, k) around k∗ we can write

λ(c, k) ' λ(c, k∗) +
1

2
(k − k∗)2 λ′′(c, k∗) +O((k − k∗)3). (1.13)

It further allows us to calculate the distribution as follows

P (c, t) ' t

2π
e−t φ(c)

∫ π

−π
dk e−

1
2

(k−k∗)2t φ′′(c) + O((k−k∗)3)

'
√
t

2π

e−t φ(c)√
|φ′′(c)|

∫ ∞
−∞

dy e−
1
2
y2 + O((y/

√
t)3) '

√
t

2π

e−t φ(c)√
|φ′′(c)|

+O(t−3/2).

(1.14)
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Note that, the Gaussian integrand in the 1st line of the above expression is sharply

peaked at 0 with a variance inversely proportional to t which goes to zero in the

limit of large t. It allows us to approximate and compute the integration. Here,

φ(c) is called the large deviation function [26] as it encodes rarely probable, atypical

fluctuations of the distribution as illustrated in FIG. 1.2. Notably, by expanding c

around its mean 〈c〉 = pr− pl, we can also get the typical Gaussian fluctuation with

a variance 〈c2〉c = 〈c2〉 − 〈c〉2 = (pr + pl)/t. Clearly, this Gaussian fluctuation is the

outcome of the well-known central limit theorem [21, 22].

1.3.2 Taking t→∞ first, then N →∞

In the limit of t → ∞ first, then N → ∞, one can expect the system to reach

in a stationary state. It implies that the distribution in this limit becomes time

independent, i.e., d
dt
P (j, t) = 0. Using Eq. (1.8) we can say λκ = 0. From Eq. (1.6a)

we can say λκ = 0 corresponds κ = 0. It makes the stationary state probability

distribution

P (j, t→∞) =
1

N
P̃ (0, t→∞) =

1

N
. (1.15)

It implies the position of the random walker is distributed uniformly throughtout

the system in the stationary state. Note that the decay time of the mode κ = 0 is

infinite. To find out the same for the next slowest mode, we can expand Eq. (1.6a)

in the limit κ/N → 0 as

λκ ' (pr − pl)
2πiκ

N
− (pr + pl)

4π2κ2

N2
+O((κ/N)3). (1.16)

From here we can get the system size dependent decay time as:

1

|Re(λκ)|
≈ (pr + pl)

−1 N2

4π2κ2
∝ N z (1.17)

with the dynamical exponent z = 2. This exponent alternatively says that the

underlying dynamics is diffusive. Finally, we can also calculate a constant current

J = (pr − pl) which flows through the system in the steady state.

9
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Figure 1.3: Schematic of TASEP on a periodic one-dimensional lattice. Each site
on the lattice is occupied atmost by one particle. A typical configuration is presented
by making all particles blue. Each particle can hop to the right neighboring site at
the rate 1 if the corresponding site remains empty. Movement to the left and to an
already occupied site is forbidden.

1.4 Interacting self-driven agents : TASEP

As a paradigmatic model of a non-equilibrium system, in this section, we briefly dis-

cuss totally asymmetric simple exclusion process (TASEP). Historically, the model

asymmetric simple exclusion process (ASEP) was proposed to describe the protein

synthesis on RNA [27, 28]. In the mathematical literature, the same model was in-

troduced independently by Spitzer [29]. Over the years the model has been studied

extensively both in mathematics and in physics [9–12, 30–33]. The model can be

seen as a collection of identical biased random walkers or self-driven agents on a

lattice which are interacting via simple exclusion. The term “exclusion” was coined

by Splizer [29]. By exclusion it is meant that a walker can’t jump to an already

occupied site. In a particular limit, when all the particles in ASEP are allowed to

jump in a given direction, say to the right, the process is known as TASEP. In the

next, for convenience, we discuss TASEP with periodic boundary condition.

Consider a 1D lattice of N sites (i = −N/2 + 1,−1, 0, 1, .., N/2) with periodic

boundary conditions N + i ≡ i. Initially, each site on this lattice is either empty or

occupied atmost by a particle with probabilities (1 − ρ0) and ρ0 respectively. As a

dynamics each identical particle can hop to its right at the rate 1 with the restriction

of hard-core exclusion (illustrated in FIG. 1.3). The exclusion condition prohibits

the double occupancy of particles at any site and also maintains the order of the

particles in time.

With this setup, any configuration of this system can be presented by specifying

10
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the positions of all particles. One can do it by defining an occupation variable η(i)

for each site. These occupation variables take values 0 or 1 if the corresponding site

is empty or occupied by a particle respectively. A complete set of {η(i)} can present

a possible configuration of this system.

Starting from any arbitrary configuration, 1D TASEP on a ring attains a non-

equilibrium stationary state in the limit of large asymptotic time [34]. This station-

ary state is completely characterized by occupation probability density of particles

i.e.,

P(η(i) = 1) = ρ0 for 0 ≤ ρ0 ≤ 1. (1.18)

In this stationary state all the P(η(i))’s become independent which makes the joint

distribution of occupation probability P ({η(i)}) to follow the product measure rule

P ({η(i)}) =
N∏
i=1

P(η(i)). (1.19)

Moreover, it also implies that any arbitrary configuration in the stationary state with

density ρ0 can be generated by drawing individual η(i)’s independently from the

equidistribution P(η(i)) ≡ P(η). Note that the product measure rule corresponds

to a grand-canonical ensemble of fluctuating particle numbers. It makes the density

of the system equal to

〈ψ〉 =
〈m〉
N

=
1

N

N∑
m=0

(
N

m

)
ρm0 (1− ρ0)N−m m = ρ0. (1.20)

The variance associated with this quantity can be calculated as

〈ψ2〉c =
1

N2

 N∑
m=0

(
N

m

)
ρm0 (1− ρ0)N−m m2 −

(
N∑
m=0

(
N

m

)
ρm0 (1− ρ0)N−m m

)2


=
ρ0(1− ρ0)

N
. (1.21)

In the stationary state, one can calculate the current flowing through a bond (i, i+1)

11
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as follows

J(i→ i+ 1) = 〈P(η(i) = 1) P(η(i+ 1) = 0)〉ρ0
= 〈P(η(i) = 1)〉 〈P(η(i+ 1) = 0)〉ρ0 = ρ0(1− ρ0). (1.22)

Notably, the angular brackets denote the average over different ensembles in the

stationary state.

1.4.1 Kinematic wave in TASEP

To obtain finer information of how the local density in TASEP evolves in time,

it is convenient to describe the system in terms of coarse-grained hydrodynamic

observables. The relevant hydrodynamic observables in TASEP are density ψ(x, t)

and current J(x, t) around a point x at time t. Now the rate at which the particle

number within a region ∆x around point x changes in time can be written as

∆x ∂tψ(x, t) = J(x, t)− J(x+ ∆x, t) (1.23)

with J(x, t) and J(x+∆x, t) denoting the incoming and outgoing particle current at

x and x+ ∆x respectively. By assuming the current as a slowly varying observable

in the hydrodynamic limit, the Taylor series expansion of J(x + ∆x, t) around x

simplifies the above equation to the well-known continuity equation [10]

∂tψ(x, t) + ∂xJ(x, t) = 0. (1.24)

To provide a more detailed description about how the local density field evolves in

time, we recall the idea of kinematic wave used in the context of the traffic flow

by Lighthill and Whitham [36, 37]. The idea is to consider the spatio-temporal

dependence of current J(x, t) coming through the density ψ(x, t) i.e., J(x, t) ≡
J(ψ(x, t)), then

∂tψ(x, t) +
dJ(x, t)

dψ(x, t)
∂xψ(x, t) = 0. (1.25)
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If one considers the leading order contribution in dJ(x,t)
dψ(x,t)

is coming from the average,

then it yields
dJ(x, t)

dψ(x, t)
≈ dJ(ρ0)

dρ0

= J ′(ρ0) = (1− 2ρ0). (1.26)

Now, if we expand ψ(x, t) around the uniform background density ρ0 as

ψ(x, t) = ρ0 + ψ̃(x, t) (1.27)

with ψ̃(x, t) denoting the density fluctuation around the mean, then combining Eq. (1.25),

(1.26), and (1.27) we finally get

∂tψ̃(x, t) + J ′(ρ0) ∂xψ̃(x, t) = 0. (1.28)

The solution of this equation is of the form

ψ̃(x, t) = f(x− J ′(ρ0) t) (1.29)

where f is an arbitrary function which we can find from the initial condition ψ̃(x, 0) =

f(x). The solution implies that the coarse-grained density fluctuation ψ̃(x, t) propagetes

through the medium in the form of a travelling wave of velocity J ′(ρ0) = (1− 2ρ0).

1.4.2 NLFH equation for TASEP

Product measure stationary initial condition alongside the periodicity makes the

density of particles a conserved quantity in TASEP. The time evolution of the coarse-

grained local density fluctuation ψ̃(x, t) of this conserved quantity can be obtained

by using the formalism of nonlinear fluctuating hydrodynamics (NLFH) [39, 40].

NLFH has recently emerged as a powerful tool to study the space-time fluctuations

of conserved quntities in the context of transport processes. Using this formalism

one can express J(x, t) ≡ J(ψ(x, t)) = J(ρ0 + ψ̃(x, t)). Next, expanding the current

around the uniform background density ρ0 upto the second order in ψ̃(x, t), and

then adding phenomenological dissipation and noise terms with it, one can write

J(x, t) = J(ρ0)+J ′(ρ0) ψ̃(x, t)+
1

2
J ′′(ρ0) ψ̃2(x, t)−D(ρ0) ∂xψ̃(x, t)+

√
σ(ρ0) η(x, t).

(1.30)

13



Introduction

The strength of the dissipative and the noise terms are respectively characterized by

the diffusivity D(ρ0) and the mobility σ(ρ0). D(ρ0) and σ(ρ0) are model dependent

parameters which are related in this case to each other by σ(ρ0) = 2 D(ρ0) ρ0 (1−ρ0).

The noise η(x, t) is characterized by its zero mean and variance 〈η(x, t)η(x′, t′)〉 =

δ(x − x′)δ(t − t′). As the background density ρ0 and the corresponding current

J(ρ0) = ρ0(1 − ρ0) are space-time invariant quantities, the continuity equation

in Eq. (1.24) becomes

∂tψ̃(x, t) = −∂x
(
J ′(ρ0) ψ̃(x, t) +

1

2
J ′′(ρ0) ψ̃2(x, t)−D(ρ0) ∂xψ̃(x, t) +

√
σ(ρ0) η(x, t)

)
.

(1.31)

It is the non-linear fluctuating hydrodynamic equation for ψ̃(x, t) which is also known

as the noisey Burger equation [39]. Using a Galilean shift x− J ′(ρ0)t→ x one can

further reduce it to

∂tψ̃(x, t) + ∂x

(
1

2
J ′′(ρ0) ψ̃2(x, t)−D(ρ0) ∂xψ̃(x, t) +

√
σ(ρ0) η(x, t)

)
= 0. (1.32)

1.4.3 KPZ universality class

Universality is one of the central concepts in statistical physics [43]. It groups a wide

range of systems with different dynamical rules and interactions at the microscopic

level into a small number of universality classes. Each class is characterized by some

critical exponents and certain scaling functions (e.g., correlation function). The con-

cept of universality is well-established in the case of equilibrium systems around the

critical point [44,45]. In the context of non-equilibrium systems, the concept of uni-

versality is quite familiar. For example, different universality classes in the context

of interface growth model [48]. It includes well-established Edwards-Wilkilson [46]

and Kardar-Parisi-Zhang (KPZ) [38] universality classes. Interestingly, it was found

that 1D TASEP belongs to Kardar–Parisi–Zhang (KPZ) universality class [38–42].

1D TASEP can be mapped to the KPZ interface growth model [38] which we discuss

in the next.

The mapping between TASEP and the (1+1) dimensional interface growth model,

which belongs to the KPZ universality class, is as follows [47,48]. Each site i ∈ [1 : N ]

on the lattice is associated with a discrete height variable h(i, t) at time t. The height
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variable satisfies the following recursive relation

h(i, t) = h(i− 1, t) + 1− 2η(i, t) (1.33)

with the condition h(0, t) = 0 for all t. As we know, η(i, t) can take values 0 (1) if

the site is occupied by a hole (particle) at time t. It further implies that the presence

of a hole (particle) at the i-th site produces a positive (negative) unit slope with

respect to the (i−1)-th site. The resultant line connecting all the neighboring slopes

represents a TASEP equivalent interface. The stochastic dynamics of the particles

along the lattice corresponds to an evolution of the height variable. For example,

when a particle jumps from site i to site (i+1), the height variable h(i, t) is decreased

by 2 units. As an initial condition in TASEP if one considers the product measure

stationary initial distribution of particles with density ρ0, the average height at the

N -th site would be

〈h(N, t)〉 = 〈h(0, t)〉+
N∑
i=1

[1− 2〈η(i, t)〉] = 〈h(0, t)〉+ (1− 2ρ0)N. (1.34)

Now, to maintain the equivalence between 0 and N -th sites in a periodic system,

instead of h(i, t), a scaled variable h̃(i, t) can be defined as

h̃(i, t) = h(i, t)− (1− 2ρ0)i. (1.35)

It is easy to see that this scaled variable removes the tilted boundary condition i.e.,

〈h̃(N, t)〉 = 〈h̃(0, t)〉 = 0. Now, coarse-graining the discrete height by a continuum

variable x, Eq. (1.33) can be written as h(x, t) = h(x − δx, t) + (1 − 2ψ(x, t))δx.

In the hydrodynamic limit considering h(x, t) as a slowly varying observable one

can get ∂
∂x
h(x, t) = 1 − 2ψ(x, t). Similarly, the coarse-graining of Eq. (1.35) yields

h̃(x, t) = h(x, t) − (1 − 2ρ0)x. Now, using the relation ψ(x, t) = ρ0 + ψ̃(x, t) in the

above two equations it is easy to obtain

ψ̃(x, t) = −1

2

∂

∂x
h̃(x, t). (1.36)

By replacing the relation into Eq. (1.32), the time evolution equation of the fluctu-
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ating height variable can be written as

∂th̃(x, t) = ν0 ∂
2
xh̃(x, t) +

ξ0

2
[∂xh̃(x, t)]2 + σ0 η(x, t) (1.37)

which is the well-known Kardar-Parasi-Zhang (KPZ) equation of non-equilibrium

interface growth [38]. The coefficient ν0 = D(ρ0) is an effective surface tension,

σ0 = 2
√
σ(ρ0) and ξ0 = J ′′(ρ0)/2 to denote the strength of noise and nonlinearity,

respectively.

1.4.4 Two-point correlation function

The stochastic dynamics with the above-mentioned stationary initial condition de-

fines a space-time stationary process η(i, t) [35]. In the stationary TASEP, the main

quantity of interest is a two-point density-density correlation function which is de-

fined by

S(j, t) = 〈η(j, t)η(0, 0)〉ρ0 − ρ2
0. (1.38)

The index j denotes the relative difference in the spatial coordinate. In a periodic

system of size N , it can take interger values between −N
2

+ 1 ≤ j ≤ N
2

. The

susceptibility χ(ρ0) of this process can be defined and calculated as follows

χ(ρ0) =

N/2∑
j=−N/2+1

S(j, 0) =

N/2∑
j=−N/2+1

S(j, t) = ρ0(1− ρ0). (1.39)

In fact, one can also find [49]

1

χ(ρ0)

N∑
j=1

j S(j, t) = (1− 2ρ0) t = J ′(ρ0) t. (1.40)

From Eq. (1.39) and Eq. (1.40) it can be said that S(j, t) has a total weight χ(ρ0)

centered around J ′(ρ0)t. The full solution of S(j, t) for 1D TASEP can be written

as [35,49–51]

S(j, t) ' χ(ρ0) (λ0t)
−2/3 g′′[(λ0t)

−2/3 (j − J ′(ρ0)t)] (1.41)
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with non-universal coefficient λ0 =
√

2χ|J ′′(ρ0)| and universal scaling function g′′(x)

Notably, S(j, t)/χ(ρ0) can be treated as a normalized PDF with mean J ′(ρ0)t.

Note that, with the aid of universality, one can express the correlation function

in TASEP in terms of critical exponents and a scaling function in the interface

growth model. To show this, we first write the two-point spatio-temporal correlation

function in the interface growth model [48]

C(x, t) = 〈[h(x+ x′, t)− h(x′, 0)]2〉 − 〈[h(x+ x′, t)− h(x′, 0)]〉2.

For a stationary process it can be written as

C(x, t) = 〈[h(x, t)− h(0, 0)]2〉 − 〈[h(x, t)− h(0, 0)]〉2. (1.42)

Here, 〈h(x, t)−h(0, 0)〉 = (1− 2ρ0)x, can be obtained from the definition of average

interface slope. Now, taking the second derivative of C(x, t) with respect to x, and

using the periodicity of the translationally invariant system we can obtain

∂2
xC(x, t) = ∂x (2〈[h(x, t)− h(0, 0)][1− 2ψ(x, t)]〉)− 2(1− 2ρ0)2

= 8
(
〈ψ(0, 0)ψ(x, t)〉 − ρ2

0

)
= 8 〈ψ̃(0, 0)ψ̃(x, t)〉 = 8S(x, t). (1.43)

The correlation function in the interface growth model follows the scaling rela-

tion [48]

C(x, t) ∼ t2βg
( x

t1/z

)
(1.44)

with the growth and the dynamical exponents β and z respectively. In case of the

KPZ interface z = 3/2. The roughening exponent α of the same interface satisfies

α + z = 2 and α = βz. Using these two relations in Eq. (1.43) we get

S(x, t) ∼ t2β−2/zg′′
( x

t1/z

)
∼ t2/z−2g′′

( x

t1/z

)
∼ t−2/3g′′

( x

t2/3

)
(1.45)

which is consistent with Eq. (1.41).

17



Introduction

1.4.5 Variants of TASEP with overtakings

The variants of TASEP are still providing excellent set of models that can show rich

and interesting non-equilibrium phenomena [15,52]. But the extensive literature on

this subject is too vast to cover here. Hence, for convenience, in this section, we

briefly survey the literature of TASEP and TASEP related models in a particular

direction where one may see overtakings among the particles.

Starting with TASEP, one can say it mimics single-lane traffic movements where

overtakings among the particles are not allowed. The exclusion condition in this

process maintains the relative order of the particles in time. If one denotes the

particles and holes by 1 and 0 respectively, the allowed transition in TASEP can be

represented by

1 0→ 0 1 at the rate 1.

In recent years different variants of the TASEP have been studied [12,31,52–59]

which allow overtaking among the particles, i.e., where the relative order among the

particles changes in time. As a first and simple case, one may think of a second

class particle in TASEP [53]. It has been introduced to locate the position of the

shock profile in TASEP [31, 53–55]. The dynamics of this particle is different from

normal particles. It can hop like particles but is treated as a hole by the particles.

Denoting the particle, hole, and the 2nd class particle by 1, 0 and 2 respectively,

the allowed transitions can be written as:

1 0→ 0 1, 2 0→ 0 2, and 1 2→ 2 1 at the equal rate 1.

The position exchange between the particles (holes) and the second class particle

can alternatively be described in the language of overtaking. In this language, the

particles overtake (holes are overtaken by) the second class particle at the rate one

in the right direction.

A straightforward generalization of a single second class particle comes through

the multi-species version of the TASEP [56–58]. Instead of one, this process deals

with multiple species or classes of particles. Following the earlier thread, one can

define this case by labeling the different classes with different numbers. The process

can also include holes as a distinct class [57]. Interaction wise the process has a
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hierarchical structure among the different classes. The process allows a higher class

particle to overtake all the lower ones with an equal rate, say one for simplicity. For

a neighboring pair of classes α and β, the allowed transitions are represented by

αβ → βα at the rate 1 if α > β.

Notion wise this interaction provides a partial sense of velocity. It tells that the

higher-class particles have higher velocities with respect to all lower classes in the

right direction. Note that all the rates associated with the allowed transition are

equal and independent of the species-identifying numbers.

As a generalization of multi-species TASEP, one can think of randomness in the

hopping rates. The idea of randomness has extensively been studied in the literature

from the cellular automata model [60,61] to the periodic 1D ASEP [62–64]. However,

hardcore exclusion in most of the cases left behind the issues of overtaking.

Finally, in the context of overtaking that includes randomness in the particle

hopping rates, an efficient extension has been made by Karimpour et al. [65]. The

model considers a particle with faster (f) hopping rate vf to stochastically overtake

a slower (s) one of hopping rate vs at the rate (vf − vs) i.e.,

vf vs → vs vf at rate (vf − vs) if vf > vs.

Although, one finds different variants of TASEP where one can allow overtaking

(or the change in relative orders) among the particles in time, there is no systematic

study of this phenomenon in literature. It sets the main goal of this thesis.

1.5 Objective and Outline of this thesis

The phenomenon of overtaking is ubiquitous in nature. It occurs naturally in all

sorts of traffic, ranging from the vehicular traffic on highways [66] to the transport

at the molecular scale by motor proteins [67, 68]. Animals in groups, overtake each

other to move to a less risky position at the center of the group [69]. Overtaking

also takes place in sedimentation or electrophoresis of mixtures with polydisperse

(different sizes, densities) particles falling (or rising) through a fluid under gravity or

electric field [70]. In biological evolution, the population sizes of different genotypes
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overtake each other depending on their fitness [71–74]. In spite of this ubiquity,

there is no systematic study of this phenomenon in literature. Keeping this aspect

in mind, we organized our thesis as follows:

In the next chapter, we begin with a simple non-interacting model of self-driven

agents, namely the Jepsen gas, to get an introductory essence of overtaking by a

tagged agent. The model we consider is non-interacting in the sense that all the

point-like constituents or agents in Jepsen gas can pass each other without any ob-

stacles. We consider two different initializations depending on how the agents are

distributed in space. They are respectively the uniform distribution of agents and

a constant gap between all neighboring agents. The self-driven character of each

agent is assigned by random but constant initial velocity. For simplicity, we have

chosen all these velocities independently from a common distribution. Starting with

this set-up, each agent moves with its constant velocity in time. In this system, as

a quantity of interest, we investigate the net overtaking number m(t) by a tagged

agent at time t. By definition, it is the total number of agents that the tagged agent

overtakes minus the total number of agents that overtakes the tagged agent in a

given duration of time. Notably, this is a stochastic observable. The stochasticity

comes from the randomness in initial positions and velocities. Two different prob-

ability distributions associated with the net overtaking number by a tagged agent

has been studied. They are namely the conditional and the unconditional distribu-

tions. In case of the conditional distribution, we exactly know the tagged velocity

where we calculate and identify it as the Skellam distribution in case of a randomly

distributed agent in space. In case of the unconditional distribution, we pick an

agent in random and find out that the distribution of the net overtaking rate m/t

converges to the initial velocity distribution with a Galilean shift by the mean of

the distribution in the limit t → ∞. We have also studied the finite time behavior

of this distribution by considering the four different velocity distributions, namely

uniform, Gaussian, exponential, and power-law distribution.

In the third chapter, we consider a simple model of interacting self-driven agents

to study the statistics of net overtaking number by a tagged agent. Our model is

an infinite lattice with entirely occupied of singly-seated agents with their constant
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but random initial velocities which are taken independently for each agent from an

identical distribution. With time, each neighboring pair in this system exchange

their sites with a specified rate that depends on their respective velocities. Three

different cases depending on these exchange rates are studied. In the first case, for

simplicity, we consider the exchange process is independent of velocities and occurs

at a unit rate. In this case, the net overtaking number m(t) ∝
√
t at large time t and

m/
√
t, in the limit t→∞, is distributed according to the Gaussian distribution. In

the next case, the left and the right velocities, vL and vR, of an adjacent pair are

exchanged their sites at the rate one if the velocity at the left is higher than the same

at the right, i.e., vL > vR. In this case, the mean m(t|v0) of a tagged agent of velocity

v0 grows linearly with time whereas the corresponding variance 〈m2(t|v0)〉c shows

a linear increment ∝ t followed by a super-diffusive growth ∝ t4/3 with a velocity

dependent transition time t∗1(v0). The scaled distribution of p(m, t|v0) we have found

in the limits t << t∗1(v0) and t >> t∗1(v0). In the same case, we have also found the

distribution of m/t of a randomly chosen agent, in the limit of t→∞, is distributed

uniformly on [−1 : 1] which is independent of the initial velocity distribution. We

also discuss the large time approach to this limiting behavior before moving to the

third case, where we consider the rate of exchange of a neighboring pair is equal to

their relative velocity vL − vR in addition to the condition of vL > vR. The qual-

itative behavior of 〈m(t|v0)〉, 〈m2(t|v0)〉c, and p(m, t|v0), in this case, remain same

as that of the earlier one except a new super-diffusive behavior of 〈m2(t|v0)〉c and

the Gaussian scaling function of p(m, t|v0) appears above the velocity dependent

transition time t#1 (v0). Although the exact nature of the super-diffusion is unclear

in this case, we have found this behavior, and the corresponding scaling distribution

is quite robust in the sense that, it seems, it is independent of the initial velocity

distribution. In case of a randomly chosen agent the distribution of m/t, in the limit

t → ∞, converges to the distribution of velocity itself, with a Galilean shift by the

mean velocity. The finite but large time behavior of the same is also discussed in

cases of four different initial velocity distributions.

In the fourth chapter, we consider a Jepsen gas on a ring to the study finite-size

effects on the statistics of net overtaking number by a tagged agent. We discuss

the problem with two different ensembles. In the first, we take a fixed number
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of particles distributed randomly within the system whereas, in the next, the ran-

domly distributed particle numbers in different ensembles are chosen according to

the Poisson distribution. With a fixed number of agents, we first derive an approx-

imate result of the net overtaking number by a tagged agent of known velocity. By

using this result, we calculate all the corresponding cumulants, and hence, the con-

ditional probability distribution in case of four different initial velocity distributions,

namely, uniform, Gaussian, exponential, and power-law distributions. In addition

to that the unconditional probability distribution of the net overtaking number by

a randomly chosen tagged agent is also calculated. We revise all these quantities of

interest in case of 2nd ensemble including a brief introduction of finite size scaling

analysis and the dynamical exponent. Exact or approximate analytical results are

presented in all cases with the support of the numerical simulation.

In the final chapter, we consider a periodic one-dimensional lattice with each site

occupied by a singly-seated, self-driven agent to study how the finite system size

affects the statistics of the net overtaking number by a tagged agent. The self-

driven character of the agents is assigned by constant but random initial velocities

by drawing them independently from a common distribution. In time, each pair of

agents at adjacent sites exchange their positions with a specified rate while retain-

ing their respective velocities. Depending on this exchange rate we discuss three

different cases: in the 1st case a pair of agents exchange their positions at the rate

1, independent of their velocities. The velocity-independent exchange makes the

net overtaking number by a tagged agent to execute a simple random walk on the

lattice without being affected by the finite system size. In the next two cases, ex-

change of position occurs only if the velocity of the “left” is higher with the rate 1

and equal to the modulus of their relative velocity, respectively. The effects of the

finite system size are obtained in both cases while we are studying the conditional

and the unconditional distribution of the net overtaking number by a tagged agent.

Besides that, in case II, we compute the dynamical exponent z = 3/2 using the

finite-size scaling analysis. Taking cues from this case, we have found the golden

mean z = (1 +
√

5)/2 ' 1.618 in case III. Finally, in the end, we summarize our

results with possible future directions.
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Chapter 2

Statistics of overtakes by a tagged agent
in Jepsen gas

2.1 Introduction

Jepsen gas is named after Jepsen for his work [1] in the discipline of interacting

many particles [2, 3]. In his work, Jepsen considers a collection of equal-mass point

particles distributed on a line. All these particles are assigned constant but random

velocities at the beginning. This system evolves via elastic collisions between the

neighboring pairs. Notably, an elastic collision between two equal-mass particles can

only exchange their velocities. These elastic collisions alongside the equal-mass con-

dition allow us to redefine the model as a collection of non-interacting point particles

moving with their constant but random initial velocities. With this representation,

the system becomes a prototype of non-interacting self-driven [4,5] particle system.

The primary feature of this kind of system is the persistent motion of individual

agents in a given direction.

One particular phenomenon commonly seen in self-driven particle systems is over-

taking. In an overtaking event, an agent with a higher degree of persistence can go

ahead of an agent with a lower degree of persistence. In this chapter, our goal is to

study this phenomenon in this simple non-interacting particle system. Notably, our

model is quite similar to the real system of multilane vehicular traffic flow in the

low-density limit. It is because, in that condition, each vehicle moves on an average

with a constant velocity without any traffic jam (which may cause interaction and

may bring a drastic change in velocity).

The rest of the chapter is organized as follows. First, in Sec. 2.2, we introduce our
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Figure 2.1: Space-time trajectories of particles in a Jepsen gas is presented. The
red line starting at the origin depicts the trajectory of a tagged particle. The four
blue lines represent the trajectories of particles which cross the red line from right to
left in time t and the two magenta lines depicts the trajectory of the particles that
cross the red line from left to right in time t. In other words, the red line overtakes
the blue lines, whereas the magenta lines overtake the red line. Therefore, the net
number of overtakes for the red line in the figure is 4− 2 = 2.

model with our quantities of interest. In Sec. 2.2.3 we briefly discuss the four initial

velocity distributions which we are going to use repeatedly in this chapter as well

as throughout the thesis. After that, in Sec. 2.3 we study the distribution of net

overtaking number by a tagged agent of known velocity followed by a discussion of

the same for a randomly chosen tagged agent without knowing its exact velocity by

considering a constant density of agents. Instead of the constant density of agents,

similar quantities of interest are investigated by fixing a constant gap between all

neighboring agents in Sec. 2.4.

2.2 Model and necessary ingredients

2.2.1 The model

Consider a collection of non-interacting point particles distributed on a line. All

these particles are moving with their constant velocities which are taken indepen-

dently for each particle from an identical distribution ρ(v) at the beginning. The

space-time trajectories of the particles are given by slanted straight lines where the
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slopes with respect to the time-axis represent the velocities (see FIG. 2.1). Notably,

any two lines in this system can cross each other at the most once. We investigate

here the net number of overtaking by a tagged agent in a given duration of time.

It is given by the number of lines crossing the tagged line from the right minus

the number of lines crossing it from the left within a given duration of time (as

illustrated in FIG. 2.1).

Two different initialization : Constant density and constant gap

Now depending on the arrangement of particles on the line, in this chapter, we study

two different cases. In the 1st case, we consider a fixed (or constant) initial density

of particles, whereas in the next we set a constant initial gap between all neighboring

particles.

2.2.2 Quantities of interest

Net overtaking number :

Our goal here is to investigate the net number of overtakings by a tagged particle in

a given duration of time. Let us denote this number by m(t|v0) for a tagged agent

of velocity v0 at time t. This number is equal to the number of lines intersecting the

tagged line from the right (mR(t|v0)) minus the number of lines intersecting it from

the left (mL(t|v0)), in a given duration t, i.e.,

m(t|v0) = mR(t|v0)−mL(t|v0) (2.1)

(see illustration in FIG. 2.1). First, we study the mean and the variance of m(t|v0).

We denote them by 〈m(t|v0)〉 and 〈m2(t|v0)〉c respectively.

Two different distributions : Conditional and Unconditional

distributions

Apart from the mean and the variance, we extend our studies for the n-th order cu-

mulants 〈mn(t|v0)〉c, and hence, for the complete probability distribution p(m, t|v0).

For convenience, we call p(m, t|v0) the conditional distribution of m(t|v0). Alongside
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that, we also study the probability distribution of a randomly chosen tagged agent.

We name this distribution as unconditional distribution and denote it by P (m, t).

Clearly, P (m, t) can be obtained by integrating p(m, t|v0) over all v0 with the weight

of ρ(v0) i.e.,

P (m, t) =

∫ ∞
−∞

dv0 ρ(v0) p(m, t|v0). (2.2)

2.2.3 Four different velocity distributions

Throughout the thesis, we mainly discuss our results by considering four different

velocity distributions. In this section, we introduce their explicit form with some

essential features. The distributions are respectively

(i) Gaussian : ρ(v) =
e−

v2

2

√
2π

; v ∈ (−∞ :∞), (2.3)

(ii) Uniform : ρ(v) =
1

2
; v ∈ [−1 : 1], (2.4)

(iii) Exponential : ρ(v) = e−v ; v ∈ [0 :∞), (2.5)

(iv) Power-law : ρ(v) =
ν

v1+ν
; v ∈ [1 :∞), ν > 0 . (2.6)

First two distributions are symmetric while the last two are asymmetric with re-

spect to the mean of the distribution 〈v〉. From another viewpoint, the first three

distributions have all finite moments while the last one has diverging moments. The

behavior of the last, namely the power-law distribution, is entirely characterized by

its exponent ν. Notably, it is a simple version of the Pareto distribution [6]. If we

consider ν lying within 0 < ν ≤ 1, the distribution has diverging moments. Follow-

ing the thread, for 1 < ν ≤ 2, only the first moment 〈v〉 = ν/(ν − 1) exist with all

diverging higher moments. Similarly, for 2 < ν ≤ 3, only the first two moments,

〈v〉 = ν/(ν−1) and 〈v2〉 = ν/(ν−2) exist, and so on. Note that the integer values of

ν = 1, 2, 3, ... correspond the logarithmic divergence of the lowest diverging moment.

Now, for further convenience, we summarize the n-th order moment or cumulant of
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the above distributions as follows:

〈vn〉c =

1 for n = 2

0 otherwise
(Gaussian), (2.7)

〈vn〉 =

1/(n+ 1) for even n

0 for odd n
(Uniform), (2.8)

〈vn〉c = (n− 1)! (Exponential), (2.9)

〈vn〉 =

ν/(ν − n) for n < ν

∞ for n ≥ ν
(Power law). (2.10)

The subscript c in Eq. (2.7) and (2.9) denotes for the cumulant.

2.3 Constant density of agents

In this section, we discuss the statistics of the net overtaking number by fixing the

density of the agents. For convenience, we denote this density by %. It implies that

within a large segment N on the line the distribution of the total number of particles

would be the Poisson distribution with the mean number %N . Now, we calculate

the rate of overtaking by a tagged velocity followed by our quantities of interest.

2.3.1 Rate of overtaking

Since, the initial positions as well as the velocities of the particles chosen indepen-

dently, all the crossings in this case are mutually independent. For a particle starting

at a position x > 0 with velocity v to cross the tagged particle that starts at the ori-

gin with velocity v0, between time t and t+dt, one must have t < x/(v0−v) < t+dt

with v0 > v. Since, x can be anywhere in (0,∞) with a probability density % and v

drawn from ρ(v), the probability of the two particles crossing between t to t+ dt is

ρR(v0)dt = %

∫ ∞
0

dx

∫ v0

−∞
dv ρ(v)

[
δ

(
t− x

v0 − v

)
dt

]
. (2.11)
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Using, δ
(
t− x

v0−v

)
= (v0− v)δ(x− (v0− v)t) and then carrying out the integration

over x, gives the rate of crossing the tagged particle from the right at time t as

follows

ρR(v0) = %

∫ v0

−∞
dv ρ(v) (v0 − v)

∫ ∞
0

dx δ (x− t(v0 − v))

= %

∫ v0

−∞
(v0 − v) ρ(v) dv.

(2.12)

Similarly, in case of the rate of crossing the tagged particle from the left between t

to t+ dt we can proceed as follows

ρL(v0) dt =

∫ 0

−∞
% dx

∫ ∞
v0

dv ρ(v)

[
δ

(
t− −x

(v − v0)

)
dt

]
= % dt

∫ ∞
v0

dv ρ(v) (v − v0)

∫ 0

−∞
dx δ (x+ t(v − v0)) .

(2.13)

It further simplifies the corresponding rate as

ρL(v0) = %

∫ ∞
v0

(v − v0) ρ(v) dv. (2.14)

Note that the stochasticity in the problem arises from the randomness of initial

positions as well as from the velocity of agents. It is quite clear from Eq. (2.12) and

(2.14) that the randomness in positions come out from initial density % whereas the

same for the velocity arise from velocity distribution the ρ(v). Note that, instead of

constant density of agents if we fix the gap between all neighboring agents, then the

initial position of the particles no longer remain independent of each other. Hence, in

that case, it is not possible to apply the similar formalism to find out the underlying

rates.

2.3.2 Cumulants of net overtaking number

In this case we can decompose the net number of overtaking events of v0 upto time t

as m(t|v0) = mR(t|v0)−mL(t|v0) where mR(t|v0) (mL(t|v0)) is the number of agents

that were on the right (left) of v0 at time t = 0 and reach to the left (right) of the

same before time t. Since we know, the intersecting rates from the right and the
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left of a given tagged v0, we can find out the average number of overtake events,

i.e., 〈m(t|v0)〉 in a given duration of time t. To do so, we first note that the average

number of agents that were on the right of v0 at time t = 0 and reach to the left

of the same at time t is 〈mR(t|v0)〉 = ρR(v0)t. Similarly, 〈mL(t|v0)〉 = ρL(v0)t. By

using Eq. (2.12) and (2.14) we can get

〈m(t|v0)〉 = (ρR(v0)− ρL(v0))t = %(v0 − 〈v〉)t. (2.15)

Note that the angular brackets from here onwards denote the ensemble average.

Now, to find out the higher-order cumulants of m(t|v0) we first identify that the

process associated with the intersecting rates are Poissonian. It implies that the n-

th order cumulant of mR(t|v0) and mL(t|v0) are respectively 〈mn
R(t|v0)〉c = ρR(v0)t

and 〈mn
L(t|v0)〉c = ρL(v0)t. Using these results we find

〈mn(t|v0)〉c =

[
dn

dsn
ln
〈
esm(t|v0)

〉]
s=0

=

[
dn

dsn
(
ln
〈
esmR(t|v0)

〉
+ ln

〈
e−smL(t|v0)

〉)]
s=0

= 〈mn
R(t|v0)〉c + (−1)n 〈mn

L(t|v0)〉c = (ρR(v0) + (−1)nρL(v0)) t. (2.16)

2.3.3 Conditional Distribution

As the initial positions and the velocities of the particles are chosen independently, all

the crossings in this case are mutually independent. It makes the rate of overtaking

the trajectory of the tagged agent of velocity v0 from the left and right are also

independent. As all the crossings from a given direction, say from the right, are

point events and thay are independent to each other, we can say these crossings

constitute a Poisson process of rate ρR(v0). It allows us to write the probability of

mR(t|v0) number of crossings the trajectory of the tagged agent of velocity v0 from

the right (R) of the form:

p+(mR, t|v0) = e−ρR(v0) t [ρR(v0)t]mR

mR!
. (2.17a)
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Similarly, the probability ofmL(t|v0) number of crossings the trajectory of the tagged

agent of velocity v0 from the left (L) can be written as

p−(mL, t|v0) = e−ρL(v0) t [ρL(v0)t]mL

mL!
. (2.17b)

It enable us to write the probability p(m, t|v0) that there are m ≥ 0 more crossings

from the right than from the left [7] as

p(m ≥ 0, t|v0) =
∑
l≥0

p+(l +m, t|v0) p−(l, t|v0)

= e−[ρR(v0) +ρL(v0)]t {ρR(v0)t}m
∑
l≥0

{ρR(v0) ρL(v0)t2}l

(l +m)! l!

= e−[ρR(v0) +ρL(v0)]t

(
ρR(v0)

ρL(v0)

)m/2
Im(u)

(2.18a)

where u = 2t
√
ρR(v0) ρL(v0) and

Im(u) =
(u

2

)m∑
l≥0

1

(l +m)! l!

(u
2

)2l

(2.18b)

is the modified Bessel function of the first kind. Similarly, the probability that there

are m ≤ 0 more crossings from the left than from the right can be written as follows

p(m ≤ 0, t|v0) =
∑
l≥0

p−(l −m, t|v0) p+(l, t|v0)

= e−[ρR(v0) +ρL(v0)]t

(
ρR(v0)

ρL(v0)

)m/2
I−m(u).

(2.19)

Combining Eq. (2.18a) and (2.19) one can write the distribution for any integer m

as

p(m, t|v0) = e−[ρR(v0) +ρL(v0)]t

(
ρR(v0)

ρL(v0)

)m/2
I|m|(u). (2.20)

This final distribution is known as Skellam distribution [8].

Now, using Eq. (2.12) and (2.14) we can easily calculate the intersecting rates
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associated with v0 in case of each velocity distribution as follows

Uniform :
ρR(v0) = 1

4
%(1 + v0)2, (2.21a)

ρL(v0) = 1
4
%(1− v0)2, (2.21b)

Gaussian :
ρR(v0) = 1√

2π
% e−v

2
0/2 + 1

2
%v0

(
1 + Erf

[
v0√

2

])
, (2.22a)

ρL(v0) = 1√
2π
% e−v

2
0/2 − 1

2
%v0

(
1− Erf

[
v0√

2

])
, (2.22b)

Exponential :
ρR(v0) = % (v0 − 1 + e−v0) , (2.23a)

ρL(v0) = % e−v0 , (2.23b)

Power-law :
ρR(v0) = %

(
v0 − ν

ν−1

)
+ %

v1−ν0

ν−1
, (2.24a)

ρL(v0) = %
v1−ν0

ν−1
. (2.24b)

Note that in case of power-law distribution it is clear from Eq. (2.24) the exponent

ν must be greater than 1. Now, by plugging these intersecting rates of each velocity

distribution in Eq. (2.20) we obtain p(m, t|v0) which we have plotted in terms of a

scaled variable y = (m(t|v0) − 〈m(t|v0)〉)/
√
〈m2(t|v0)〉c and verified by numerical

simulation in FIG. 2.2. A Gaussian approximated result, obtained by truncating

the contribution of higher than 2nd order cumulants of m(t|v0), is also plotted in

each case for comparison.

2.3.4 Unconditional Distribution

In the case of unconditional distribution, we find that it is convenient to discuss it in

terms of scaling variable c = m/t%. From Eq. (2.16) it is clear that 〈cn(t|v0)〉c ∝ t1−n.

It implies that all the higher order cumulants except the first one 〈c(t|v0)〉 = v0 −
〈v〉 converges to zero in the limit t → ∞. It allows us to write the conditional

distribution of c as p(c, t → ∞|v0) = δ(c − v0 + 〈v〉). Now, using Eq. (2.2) we can

get

P (c, t→∞) =

∫ ∞
−∞

dv0 ρ(v0) δ(c− v0 + 〈v〉) = ρ(c+ 〈v〉). (2.25)
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Figure 2.2: Probability distribution function p(y) of the scaled net overtakings
y = (m(t|v0) − 〈m(t|v0)〉)/

√
〈m2(t|v0)〉c are plotted for a given v0 at time t = 100,

for the Jepsen gas, with four different choices of the initial velocity distribution,
namely, (a) uniform (b) Gaussian (c) exponential and (d) power-law (ν = 5/2)
distributions. The discrete points in each plot are the simulation results which
show good agreements with the results coming from Eq. (2.20) including Gaussian
approximated results shown by the dotted line in each case.

It implies that the distribution of the net overtaking number of a randomly picked

agent while rescaled with time and density converges to the initial velocity distribu-

tion with a Galilean shift by the mean of the distribution in the limit of t→∞.

Now, we focus on finite but large time behavior of P (c, t). The exact analytical

result is challenging to find out. However, writing down Eq. (2.2) in terms of c, we

can numerically integrate it and find out the result that shows a good agreement

with the numerical simulation result as displayed in FIG. 2.3. Although the exact

analytical result is hard to find out, one can estimate the tail behaviors of P (c, t).
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Hence, in the next, we consider each one of four ρ(v) one by one to discuss the

behavior of the tails.

Uniform ρ(v) :

First, for uniform distribution, it is clear from the simulation result that at any

finite time the distribution has two different tails, namely the right (R) and the

left (L) around c & 1 and c . −1 respectively. For the right, we can say that its

contribution comes from all Poissonian processes with rates ρR(v0) = %(1 + v0)2/4

over all possible values of v0 i.e., v0 ∈ [−1 : 1]. It allows us to approximately write

PR(c & 1, t) ' %t

∫ 1

−1

dv0 ρ(v0) p+(c%t, t|v0)

' %t

2(c%t)!

∫ 1

−1

dv0 Exp

[
−%t

4
(1 + v0)2

](
%t

4
(1 + v0)2

)c%t
.

First, by using the Stirling’s approximation x! '
√

2πx (x/e)x, and then, carrying

out intergration, we can obtain

PR(c & 1, t) ' 1

2

√
%t

2πc

( e
4c

)c%t ∫ 1

−1

dv0 Exp

[
−%t

4
(1 + v0)2

]
(1 + v0)2c%t

' 1

2
√

2πc

(
e

c%t

)c%t
γ

(
c%t+

1

2
, %t

)
(2.26)

where γ(s, t) =
∫ t

0
dx e−xxs−1 is the lower incomplete gamma function. Similarly,

for the left tail (L) we can argue that its contribution comes from all Poissonian

processes with rates ρL(v0) = %(1 − v0)2/4 over all possible values of v0. Following

similar arguments like above, we can derive the result in this case also. The left-right

symmetry of the result allow us to write

Ptail(|c| & 1, t) ' 1

2
√

2π|c|

(
e

|c|%t

)|c|%t
γ

(
|c|%t+

1

2
, t%

)
. (2.27)

The result we obtain here is showing a good agreement with the numerical simulation

result as shown in the inset of FIG. 2.3 (a).

39



Statistics of overtakes by a tagged agent in Jepsen gas

Gaussian ρ(v) :

Next, in case of the Gaussian distribution, we can argue that the contribution of

its right tail comes mostly from large values of v0, i.e., v0 >> 0. It allows us to

approximate ρR(v0) in Eq. (2.22) as ρR(v0) ' %v0. Now using the above formalism

we can write and proceed as follows

PR(c >> 0, t) ' %t

(c%t)!

∫ ∞
0

dv0
e−v

2
0/2

√
2π

e−%v0t(%v0t)
c%t

'
√

%t

2πc

(e
c

)c%t ∫ ∞
0

dv0
e−v

2
0/2

√
2π

e−%t φ0(v0,c)

where φ0(v0, c) = v0−c log(v0). In the limit of large t using the Saddle point method

of asymptotic expansion we can get

'
√

%t

2πc

∫ ∞
−∞

dv0
e−v

2
0/2

√
2π

Exp

[
− t%

2c
(v0 − c)2

]
' 1√

2π(1 + c
%t

)
Exp

[
− c2%t

2(c+ %t)

]

' e−c
2/2

√
2π

(
1 +

c(c2 − 1)

2%t

)
+O(t−2). (2.28)

From the symmetry of the problem in this case also we can write

Ptail(|c| >> 0, t) ' e−c
2/2

√
2π

(
1 +
|c|(c2 − 1)

2%t

)
+O(t−2). (2.29)

The obtained result is showing a good agreement with the numerical simulation

result as shown in the inset of FIG. 2.3(b).

Exponential ρ(v) :

Now, for exponential distribution, we can argue that the contribution of PR(c, t)

comes from all Poissonian processes with rates ρR(v0) = %(v0−1− e−v0) ' %(v0−1)

over all possible v0 >> 1. To obtain the behavior we proceed as follows

PR(c >> −1, t) ' %t

∫ ∞
0

dv0 e
−v0 p+(c%t, t|v0)
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Figure 2.3: Probability distribution function P (c, t) of the scaled net overtakings
c = m(t)/%t are plotted at three different times, for the Jepsen gas, with four
different choices of the initial velocity distribution, namely, (a) uniform (b) Gaussian
(c) exponential and (d) power-law (ν = 5/2) distributions by considering % = 1. The
discrete points in each plot are the simulation results, which are showing a good
agreement with the results coming from the numerical integration of Eq. (2.2). In
the inset of each scenario, we have found a good matching between the simulation
result and the approximate analytical result valid for the tails.

' %t

(c%t)!

∫ ∞
0

dv0 e
−v0 (%t(v0 − 1))c%t e−%t (v0−1)

'
√

%t

2πc

(e
c

)c%t ∫ ∞
0

dv0 e
−v0 − %t φ1(v0, c)
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with φ1(v0, c) = (v0 − 1) − c log(v0 − 1). In the limit of large t making the saddle

point integration we can get

PR(c >> −1, t) ' e−(1+c)

(
1− c

2%t

)
+O(t−2). (2.30)

The obtained result in the limit of t → ∞ is consistent with the result Eq. (2.25).

Now, for PL(c, t) the contribution comes from all Poissonian processes owith rates

ρL(v0) = %e−v0 over all possible values of v0. It allows us to write and progress as

follows

PL(c . −1, t) ' %t

∫ ∞
0

dv0 ρ(v0) p−(c%t, t|v0)

' %t

(|c|%t)!

∫ ∞
0

dv0 e
−v0
(
%t e−v0

)|c|%t
Exp

[
−%t e−v0

]
'

√
%t

2π|c|

(
e

|c|

)|c|%t ∞∑
n=0

(−%t)n

n!

1

(1 + n+ |c|%t)

' 1√
2π|c|%t

(
e

|c|%t

)|c|%t
γ (1 + |c|%t, %t) . (2.31)

The obtained result is showing a good agreement with the numerical simulation

result as displayed in the inset of FIG. 2.3(c).

Power-law ρ(v) :

Finally, for the power-law distribution of the form Eq. (2.6), following similar argu-

ments like the right tail of the exponential distribution above, we can estimate the

behavior of the same in this case. Here we integrate over all possible right jump-

ing rates ρR(v0) = %(v0 − ν/(ν − 1) − v1−ν
0 /(ν − 1)) ' %(v0 − ν/(ν − 1)) with the

assumption that v0 >> ν/(ν − 1). It allows us to advance as follows

PR

(
c >> − ν

ν − 1
, t

)
' %t

∫ ∞
1

dv0
ν

vν+1
0

p+(c%t, t|v0)

' %t

(c%t)!

∫ ∞
1

dv0
ν

vν+1
0

(
%t

(
v0 −

ν

ν − 1

))c%t
Exp

[
−%t

(
v0 −

ν

ν − 1

)]
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'
√

%t

2πc

(e
c

)c%t ∫ ∞
1

dv0
ν

vν+1
0

e−%t φ2(v0,c,ν)

with φ2(v0, c, ν) = v0 − ν/(ν − 1)− c log(v0 − ν/(ν − 1)). Now, in the limit of large

t making the saddle point integration we can get

PR

(
c >> − ν

ν − 1
, t

)
'
∫ ∞
−∞

dv0
ν

vν+1
0

√
%t

2πc
Exp

[
−%t

2c

(
v0 − c−

ν

ν − 1

)2
]

'
∫ ∞
−∞

dv0
ν

vν+1
0

δ

(
v0 − c−

ν

ν − 1

)
' ν

(
c+

ν

ν − 1

)−1−ν

(2.32)

in the limit of t → ∞. In case of PL(c, t), employing Eq. (2.12) and (2.14) we can

get ρL(v0) = % v1−ν
0 /(ν − 1). The behavior of the left tail, in this case, can be

obtained by integrating all the Poissonian process with rate ρL(v0) over all possible

v0. Following the similar path like earlier we can proceed as follows

PL(c . −1/(ν − 1), t) ' %t

(|c|%t)!

∫ ∞
1

dv0
ν

v1+ν
0

Exp

[
−t% v

1−ν
0

ν − 1

] (
t% v1−ν

0

ν − 1

)|c|%t

'

√
%t

2π|c|

(
e

|c|(ν − 1)

)|c|%t ∫ ∞
1

dv0
ν

v1+ν
0

v
−(ν−1)|c|%t
0 Exp

[
−t% v

1−ν
0

ν − 1

]

'

√
%t

2π|c|
ν

%t

(
ν − 1

%t

)1/(ν−1) (
e

|c|%t

)|c|%t
γ

(
ν

ν − 1
+ |c|%t, %t

ν − 1

)
. (2.33)

The obtained result is showing a good agreement with the numerical simulation

result as displayed in the inset of FIG. 2.3(d).

2.4 Constant gap between all neighboring agents

In this section, we investigate the same problem by slightly modifying the above

system. Instead of the constant density of agents here, we consider a constant gap

between all the neighboring agents. For convenience, we set this gap equal to one and

shift the origin of the system at the initial position of the tagged agent. It implies

that the initial position of the agents takes all possible integer values from −∞ to

+∞. The shift of the origin ensures that mR(t|v0) and mL(t|v0) are contributed by

the agents seated initially at the +ve and the −ve sides of the origin respectively.
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These simplifications allow us to write the net overtaking number of v0 upto t as

m(t|v0) =

b(v0−vmin)tc∑
i=1

Θ

(
v0 − vi −

i

t

)
︸ ︷︷ ︸

mR(t|v0)

−
−b(vmax−v0)tc∑

i=−1

Θ

(
vi − v0 +

i

t

)
︸ ︷︷ ︸

mL(t|v0)

. (2.34)

Here vmax and vmin are respectively the upper and lower bound of ρ(v) with the

heaviside theta function Θ(x) which yields 0 and 1 for x < 0 and x ≥ 1 respectively.

Note that in the upper limit of both summation we use the floor function buc which

yields the largest integer less than or equal to a real number u. Now, using Eq. (2.34)

we can write the average of m(t|v0) in the limit of large t as follows

〈m(t|v0)〉 ' t

∫ v0

vmin

dv ρ(v)

∫ v0−vmin

0

dx Θ(v0 − v − x)

−t
∫ vmax

v0

dv ρ(v)

∫ vmax−v0

0

dx Θ(v − v0 − x) ' t

∫ v0

vmin

dv ρ(v) (v0 − v)

−t
∫ vmax

v0

dv ρ(v) (v − v0) ' (v0 − 〈v〉)t.

(2.35)

In above we first consider x = i/t as a continuous variable in the limit of t >> 1

and replace the summation by integration. We also use
∫ a

0
dx Θ(b− x) = min(a, b)

to obtain the final result. Now, we can comment on the behavior of the higher order

cumulants at large time with the following result: if X =
∑l

j=1±xj, then n-th order

cumulant of X can be written as 〈Xn〉c =
∑l

j=1(±1)n〈xnj 〉c. With the help of it we

can write

〈mn(t|v0)〉c =

b(v0−vmin)tc∑
i=1

〈
Θn

(
v0 − vi −

i

t

)〉
c

+ (−1)n
−b(vmax−v0)tc∑

i=−1

〈
Θn

(
vi − v0 +

i

t

)〉
c

' t

∫ (v0−vmin)

0

dx 〈Θn (v0 − vx − x)〉c

+ (−1)n t

∫ −(vmax−v0)

0

dx 〈Θn (vx − v0 + x)〉c ∝ t. (2.36)

That is all the higher order cumulants at large time would be proportional to t.

With these leads, now we study the conditional distribution p(m, t|v0) followed by
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the unconditional distribution P (m, t) for each case of ρ(v) one by one.

2.4.1 Conditional Distribution

To study the conditional PDF we first write it down in terms of a scaling function

y = (m(t|v0)− 〈m(t|v0)〉)/
√
〈m2(t|v0)〉c as

p(y|v0) =
1

2π

∫ ∞
−∞

dk e−iky Exp

[
∞∑
n=2

(ik)n

n!

〈mn(t|v0)〉c
〈m2(t|v0)〉n/2c

]
. (2.37)

Uniform ρ(v) :

Now, with this result we start from uniform distribution. For uniform ρ(v), using

vmax = 1 and vmin = −1 and following the same procedure like Eq. (2.35) and (2.36)

we can calculate the variance, 3rd, and 4th cumulants as follows:

〈m2(t|v0)〉c '
t

3
, (2.38a)

〈m3(t|v0)〉c ' 0, (2.38b)

〈m4(t|v0)〉c ' −
t

15
. (2.38c)

Note that the the dominant contribution of the variance turns out v0 independent in

the limit of large t. This result is entirely different from the same in the case of Jespen

gas (see Eq. (2.16)). In addition to that the skewness 〈m3〉c/〈m2〉3/2c ∼ O(t−3/2) and

the excess kurtosis 〈m4〉c/〈m2〉2c ∼ O(t−1) tend to zero in the limit of large t. In

fact, by using Eq. (2.36) we can say all the higher order terms in Eq. (2.37) like

〈m5〉c/〈m2〉5/2c , 〈m6〉c/〈m2〉3c , and so on decay faster than t−1. It allows us to write

the PDF considering the minute correction of the 4th cumulant in terms of a scaling

function y as

p(y) =
1

2π

∫ ∞
−∞

dk e−iky Exp

[
−k

2

2
− 3

5t

k4

4!

]
' 1

2π

∫ ∞
−∞

dk e−iky Exp

[
−k

2

2

]
×
(

1− 3

5t

k4

4!

)
' e−y

2/2

√
2π

(
1− y4 − 6y2 + 3

40 t

)
' e−y

2/2

√
2π

+O(t−1). (2.39)
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The obtained result is showing a good agreement with the numerical simulation

result as shown in FIG. 2.4(a).

Gaussian ρ(v) :

Now for Gaussian ρ(v), using vmax = ∞ and vmin = −∞, and following the above

procedure we can calculate the variance, 3rd, and 4th cumulants as follows

〈m2(t|v0)〉c ' t

∫ ∞
0

dx

{
1

2
Erfc

[
x− v0√

2

]
−
(

1

2
Erfc

[
x− v0√

2

])2
}

+ t

∫ ∞
0

dx

{
1

2
Erfc

[
x+ v0√

2

]
−
(

1

2
Erfc

[
x+ v0√

2

])2
}
' t√

π
,

(2.40a)

〈m3(t|v0)〉c '
t

2
√

2

∫ v0/
√

2

−v0/
√

2

dx
(
Erf(x)− (Erf(x))3

)
' 0, (2.40b)

〈m4(t|v0)〉c '
t

2
√

2

∫ ∞
0

dx
(
−1 + 4 (Erf(x))2 − 3 (Erf(x))4

)
' −0.0298 t. (2.40c)

Note that the variance in this case also comes out v0 independent. More importantly,

the skewness 〈m3〉c/〈m2〉3/2c ' 0 and the excess kurtosis 〈m4〉c/〈m2〉2c ∼ O(t−1) tend

to zero in the limit of large t. Like uniform ρ(v) in this case also we can find out

the conditional distribution in terms of y = π1/4(m− v0t)/t
1/2 as

p(y) ' e−y
2/2

√
2π

(
1− 0.0298 π

y4 − 6y2 + 3

24 t

)
' e−y

2/2

√
2π

+O(t−1) (2.41)

which we have shown in FIG. 2.4(b) including the numerical simulation result.

Exponential ρ(v) :

Now, for exponential ρ(v), using vmax = ∞ and vmin = 0 we can calculate the

variance, 3rd, and 4th cumulants as follows

〈m2(t|v0)〉c '
t

2
, (2.42a)

〈m3(t|v0)〉c ' −
t

6
, (2.42b)

〈m4(t|v0)〉c ' 0. (2.42c)
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Figure 2.4: Probability distribution function p(y) of the scaled net overtakings
y = (m(t|v0) − 〈m(t|v0)〉)/

√
〈m2(t|v0)〉c are plotted for a given v0 at time t = 100,

in case of constant gap between all neighboring agents, with four different choices
of the initial velocity distribution, namely, (a) uniform (b) Gaussian (c) exponential
and (d) power-law (ν = 5/2) distributions. The discrete points in each plot are
the simulation results which are showing a good agreement with the analytical or
numerical results including a Gaussian approximated results shown by the dashed
line in last two cases.

Note that the dominant contribution of the variance in this case also comes out

v0 independent. Like earlier cases, the skewness 〈m3〉c/〈m2〉3/2c ∼ O(t−1/2) and the

excess kurtosis 〈m4〉c/〈m2〉2c ∼ 0 converge to zero in the limit of large t. Following
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the arguments of earlier two cases here we can write Eq. (2.37) as

p(y) ' 1

2π

∫ ∞
−∞

dk e−iky Exp

[
−k

2

2
+

ik3

9
√

2t

]
' 1

π

∫ ∞
0

dk e−k
2/2 Cos

[
ky − k3

9
√

2t

]
.

(2.43)

Solving numerically the above integration we can find out result which is showing a

good agreement with the numerical simulation result as shown in FIG. 2.4(c).

Power-law ρ(v) :

Finally, for power-law distribution, using vmax = ∞ and vmin = 1 we can calculate

its variance, 3rd, and 4th cumulants as follows

〈m2(t)〉c '
(

1

ν − 1
− 1

2ν − 1

)
t, (2.44a)

〈m3(t)〉c ' −
(

1

ν − 1
− 3

2ν − 1
+

2

3ν − 1

)
t, (2.44b)

〈m4(t)〉c '
(

1

ν − 1
− 7

2ν − 1
+

12

3ν − 1
− 6

4ν − 1

)
t. (2.44c)

In this case also we have found these cumulants are v0 independent. Now, consider-

ing the contribution of 3rd and 4th cumulants we can approximately write Eq. (2.37)

as

p(y) ' 1

π

∫ ∞
0

dk e−k
2/2 Cos

[
ky +

k3

3!

〈m3(t)〉c
〈m2(t)〉3/2c

](
1 +

k4

4!

〈m4(t)〉c
〈m2(t)〉2c

)
. (2.45)

The numerically obtained result from the above Eq. (2.45) matches quite well with

the numerical simulation result as shown in FIG. 2.4(d).

2.4.2 Unconditional Distribution

In this case, we can see that it is convenient to discuss the distribution in terms

of scaling variable c = m/t. From Eq. (2.35) and (2.36) it is clear that all the

higher order cumulants of c except the first one 〈c(t|v0)〉 = v0 − 〈v〉 converges to

zero in the limit of t→∞. It allows us to write the conditional distribution of c as

p(c, t → ∞|v0) = δ(c − v0 + 〈v〉). Now, using Eq. (2.2) we can get P (c, t → ∞) =
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Figure 2.5: Probability distribution function P (c, t) of the scaled net overtak-
ings c = m(t)/t are plotted at three different times by fixing the gap between all
neighboring agents, with four different choices of the initial velocity distribution,
namely, (a) uniform, (b) Gaussian, (c) exponential, and (d) power-law (ν = 5/2)
distributions. The discrete points in each plot are the simulation results which are
showing a good agreement with the analytical or numerical (in case of power-law
distribution) as shown by the bold lines. In the inset of each plot, we zoomed the
tail-behavior of the respective distribution. We include the result of the same in
case of the Jepsen gas as shown by dotted lines for comparison.

∫∞
−∞ dv0 ρ(v0) δ(c− v0 + 〈v〉) = ρ(c+ 〈v〉). It implies that the distribution of the net

overtaking number of a randomly picked agent while rescaled with time converges

to the initial velocity distribution with a Galilean shift by the mean of the same

distribution in the limit of t→∞. Now, to obtain finite but large time behavior of

P (c, t) we consider each ρ(v) one by one.

First, for uniform ρ(v), using the Gaussian approximated p(m, t|v0) in Eq. (2.39)
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we can calculate the distribution of c as

P (c, t) =
t

2

∫ 1

−1

dv0 p(ct, t|v0) ' 1

2

√
3t

2π

∫ 1

−1

dv0 Exp

[
−3t

2
(c− v0)2

]

' 1

4

{
Erf

[√
3t

2
(c+ 1)

]
− Erf

[√
3t

2
(c− 1)

]}
. (2.46)

Now, for Gaussian ρ(v) using p(m, t|v0) from Eq. (2.41) we can obtain

P (c, t) = t

∫ ∞
−∞

dv0 ρ(v0) p(ct, t|v0) '
√
t

2 π3/4

∫ ∞
−∞

dv0 Exp

[
−v

2
0

2
− t
√
π

2
(c− v0)2

]
' e−c

2/2

√
2 π

+
(c2 − 1)e−c

2/2

2
√

2 π t
+O(t−2). (2.47)

Similarly, for exponential ρ(v) using p(m, t|v0) from Eq. (2.43) we can get

P (c, t) ' t

∫ ∞
0

dv0 e
−v0 p(ct, t|v0) '

√
t

π

∫ ∞
0

dv0 e
−v0 e−t(c−v0+1)2

' 1

2
Exp

[
−(1 + c) +

1

4t

]{
1 + Erf

[√
t(c+ 1)− 1

2
√
t

]}
. (2.48)

Finally, in case of power-law ρ(v), using the Gaussian approximated p(m, t|v0) we can

numerically compute P (c, t). All the derived results are showing a good agreement

with the numerical simulation result, as shown in FIG. 2.5.

50



Bibliography

[1] D. W. Jepsen, J. Math. Phys. (N.Y.) 6, 405 (1965).

[2] T.M. Liggett, Interacting Particle Systems (New York: Springer-Verlag, 1985).

[3] H. Spohn, Large scale dynamics of Interacting Particles (Springer-Verlag, New

York, 1991).

[4] D. Helbing, Rev. Mod. Phys. 73, 1067(2001).

[5] A. Schadschneider, D. Chowdhury, K. Nishinari, Stochastic Transport in Com-

plex Systems (Elsevier, 2010).

[6] A. Clauset, C. R. Shalizi, and M. E. J. Newman. Power-lawdistributions in

empirical data. Feb 2009

[7] P.L. Krapivsky, S. Redner and E. Ben-Naim, A Kinetic View of Statistical

Physics, Cambridge University Press, New York, 2010.

[8] J. G. Skellam, J. Roy. Stat. Soc. 109, 296 (1946).

51



Chapter 3

Statistics of overtakes by a tagged agent
in a system of interacting agents

3.1 Introduction

The phenomenon of overtaking is widespread in nature. It commonly appears in

traffic and traffic-related flows [1], where a fast-moving agent from behind can go

in front of an agent moving slowly in the same direction. Despite its widespread

appearance, there is no systematic studies of this phenomenon exist in the literature.

It motivates us to study this phenomenon by starting it from a simple non-interacting

system of self-driven agents in Chapter 2. Following this thread, in this chapter, we

study the same problem in a system of interacting self-driven agents.

To construct a simple model of interacting self-driven agents, we assume all the

agents distributed homogeneously in real space. This assumption allows us to ignore

the actual position of the agents and focus on their relative order. Notably, this

relative order can be presented by occupying each site of a 1D lattice by a singly-

seated, self-driven agent. The self-driven character of each agent can simply be

assigned by a real scalar variable. Note that, as we ignore the actual position of the

agents, these scalars serve as the relevant parameters in our model. More accurately,

the dynamical rules we formulate depends on those variables. It is also worth to

mention that the dynamical rules we aimed to formulate are mainly logic-based and

only consider the local interaction among the agents to change the sequence or the

relative order of the agents on the lattices in time.

With all the above assumptions and simplifications, in this chapter, we study the

statistics of net overtaking numbers by a tagged agent in a given duration of time.
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Clearly, for a tagged agent, the net number of overtaking is the total number of

agents that it overtakes minus the total number of agents that overtake it, in a

given duration of time.

The rest of the chapter is organized as follows. First, in Sec. 3.2, we outline our

model with three different dynamical rules and our quantities of interest. Next,

in Sec. 3.3, we discuss our problem with the first dynamical rule followed by the

same with the second dynamical rule in Sec. 3.4. In Sec. 3.4.1, we show that the

tagged dynamics in the second case is equivalent to the dynamics of a second class

particle in TASEP. By using this result, we calculate the mean and the variance

of the net overtaking number by a tagged agent in Sec. 3.4.2. Next we discuss

the corresponding conditional and the unconditional distributions in Sec. 3.4.3 and

3.4.4 respectively. In Sec. 3.5, all the results for the third dynamical rules are

presented by following a similar sequence like the earlier section.

3.2 Model

Consider a 1D lattice ranging from −∞ to ∞. Initially, each site i on this lattice is

occupied by an agent. We assign each agent with a real scalar variable vi which one

may call its preferred velocity. The velocity of each agent is taken independently

from a common distribution ρ(v). The velocity associated with an agent remain

unchanged over time. As a dynamical rule each nearest neighboring pair of left (L)

and right (R) velocities, vL and vR respectively, are exchanged their sites on the

lattice at the rate r(vL, vR) which depends on their velocities (as illustrated in 3.1).

Note that these velocities, vL and vR, associated with a pair are time-dependent

variables. They instantaneously take the velocities of the agents seated on those

sites. The location exchange rule of the neighboring pairs mimics the consequence

of overtaking. A successful exchange of a neighboring pair increases (decreases)

the net overtaking number by an amount +1 (−1) for the left (right) particle of a

selected pair as shown in 3.1.
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Figure 3.1: Schematic of our model on an infinite one dimensional lattice with
singly-seated agent of constant but random velocity in each site. The system evolu-
tion is Markovian, where each neighboring pair of left (L) and right (R) velocities,
vL and vR respectively, are exchanged their site at the rate r(vL, vR). For a selected
pair, a successful exchange increases (decreases) the net overtaking number by an
amount +1 (−1) for the left (right) agent. The particle in red is being tagged to
study the statistics of its net overtaking number in time.

3.2.1 Three different transition rules

In this subsection, we devise three different cases depending on the exchange (over-

taking) rate r(vL, vR) of nearest neighboring pairs of velocities vL and vR. For a

complete and consistent flow in the description, we consider the exchange rate in

the first case is velocity independent. All the nearest neighboring pairs, in this case,

are exchanged with equal rate, say 1 for simplicity, irrespective of their assigned

velocities. In the next case we consider an agent with velocity vL to exchange with

its right-nearest-neighbor of velocity vR at the rate 1 if vL > vR. This case is more

appropriate for a crowded scenario where what matters is that an agent tries to over-

take, but the actual difference in their velocities is less important. In the third case

where the overtaking rate between the nearest neighboring pairs is equal to their

relative velocity (vL − vR) alongside the criteria of vL > vR. This dynamical rule is

appropriate in the low-density limit of the traffic or traffic-related flows where the

velocity of the agents plays a vital role. Now, these three different exchange rules

can be represented in a compact formalism by

r(vL, vR) =


1 as case I

Θ(vL − vR) as case II

(vL − vR)Θ(vL − vR) as case III

(3.1)

where Θ(v) = 1 for v > 0 and 0 for v ≤ 0, is the Heaviside theta function.
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3.2.2 Quantity of interest

In this chapter, we investigate all the quantities we have already studied in the

context of Jepsen gas in Chapter 2. Therefore, from Sec. 2.2.2, we first recall our

main quantity of interest, namely, the net overtaking number m(t|v0) by a tagged

agent of velocity v0 upto time t. It is easy to see that this number in our lattice-based

model is equivalent to the displacement of the same tagged agent up to the same

time. Hence, the primary objective of this work boils down to the statistics of tagged

displacement on the lattice. We study its mean 〈m(t|v0)〉, variance 〈m2(t|v0)〉c, and

the same two probability distributions which we have defined in Sec. 2.2.2. The

distributions are namely the conditional and the unconditional distributions which

we have denoted by p(m, t|v0) and P (m, t) respectively.

3.3 Case I : r(vL, vR) = 1

The velocity independent stochastic updation rule makes the tracer dynamics simple

in this case. Here two bonds associated with any site or equivalently with any particle

are independently selected with the rate one. It effectively makes any tagged agent

to execute a symmetric random walk (RW) [2] on the lattice with the left (l) and the

right (r) hopping rates pl = pr = 1. Now, by putting these values in Eq. (1.12) we

can get the final result from Eq. (1.14). Notably, by expanding the result around its

average c̄ = (pr−pl)t = 0, we can get the well-known Gaussian approximated result

p(y) = (1/
√

2π) exp(−y2/2) in terms of a scaled variable y =
√
t/2 c = m/

√
2t.

In fact, this Gaussian approximated result in this case is showing a good agreement

with the numerical simulation result as displayed in FIG. 3.2.

3.4 Case II : r(vL, vR) = Θ(vL − vR)

The velocity dependent constraint, in this case, makes the process entirely different

from the earlier one. Here an agent with a velocity higher than it’s right neighbor

(or lower than it’s left neighbor) is only allowed to make an exchange. More im-

portantly, all the allowed exchanges are executed at the equal rate one. These two

criteria makes the process similar to the totally asymmetric simple exclusion process
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Figure 3.2: PDF of scaled net overtak-
ings y = m/

√
2t are plotted at three differ-

ent times which are showing a good agree-
ment with the analytical result as indi-
cated by the dashed line.

(TASEP) with infinitely many classes of particles [3–8]. But, from the viewpoint of

a tagged v0, the process can be reduced to a much simpler one which we are going

to describe in the next.

3.4.1 Second class particle in TASEP

By definition, all the fast moving particles (v > v0) overtake the tagged v0 (from the

left) at the equal rate one. It makes them appear identical and indistinguishable to

the tracer i.e., any interchange between the two fast moving particles remain invisible

to the tracer. Similarly, all the slowly moving particles (v < v0) also appear identical

to the tracer as they are overtaken from the left at the equal rate one. Now, by

considering all these above-mentioned facts, it is easy to identify the dynamics of v0

is equivalent to the 2nd class particle [3] in TASEP. Particles with higher and lower

velocities than v0 are respectively playing the role of particles and holes in TASEP.

Being a second class particle, the tracer appears with different dynamical rules than

both the particles and the holes. It moves with the same dynamics of other particles

(as it can overtake holes) while being treated like a hole by the particles (as it is

overtaken by the particles). Denoting the particle, hole, and the 2-nd class particle

by 1, 0, and 2 respectively, all the effective transitions with respect to the tracer can

be summarized by

1 0→ 0 1, 2 0→ 0 2 and 1 2→ 2 1 at the equal rate 1.

56



Statistics of overtakes by a tagged agent in a system of interacting agents

Now, for a given v0, the fraction of particles ρ+(v0) and holes ρ−(v0) = 1 − ρ+(v0)

can be calculated as

ρ+(v0) =

∫ ∞
v0

ρ(v) dv. (3.2)

Note that, as the initial velocities are taken independently from a common distribu-

tion, it corresponds a product measure stationary initial distribution of particle in

TASEP [9–12]. It implies that the probability of a particle seated at any site at any

instant of time remains constant and equal to ρ+(v0). Another important aspect

here to be noticed that the 2nd class particle could not bring any change in TASEP

as it is not affecting any particle dynamics.

3.4.2 Mean and variance of the net overtaking number

Now to calculate the mean and the variance of the net overtaking number by a tagged

v0, first we find out the jumping rates pr(v0) and pl(v0) to the right (r) and to the left

(l) neighboring sites. The relation between the jumping rates pr(v0) and pl(v0) and

the particle density ρ+(v0) is coming from the requirement of occupation probability

of a hole and a particle on the right and the left neighboring sites respectively, i.e.,

pr(v0) = 1− ρ+(v0) and pl(v0) = ρ+(v0). (3.3)

Now, by using Eq. (3.2) and (3.3) it is easy to obtain the mean as

〈m(t|v0))〉 = (pr(v0)− pl(v0))t = c̄(v0) t (3.4)

where c̄(v0) = 1− 2ρ+(v0) = 1− 2

∫ ∞
v0

ρ(v) dv. (3.5)

the average speed of the second class particle in TASEP [3]. Note that this average

speed c̄(v0) is nothing but the speed associated with the kinematic wave coming out

of the local density fluctuation in TASEP (see Sec. 1.4.1).

Now, to find out the behavior of the variance, first we point out that the system

initialization we consider produces an uncorrelated background of the particles in

TASEP. Initially, in this uncorrelated background, the second class particle, i.e., our

tagged particle execute a random walk with the left and the right jumping rates
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Figure 3.3: Simulation results (shown by discrete points), illustrating the crossover
from the initial ∝ t behavior to the long-time ∝ t4/3 behavior, for the variance of the
displacement of the tagged particle in case II. Three different values of the tagged
velocity v0 = 0, 2, and 3 are considered while the remaining velocities are chosen
independently from the Gaussian distribution. The finite size effects do not show
up till the final measurement time considered in the simulations, for a system of size
N = 2 × 103 with periodic boundary condition. For v0 = 0 an anomalous growth
∝ t4/3 is clearly noticeable. The result for the intermediate velocity v0 = 2 is showing
a transition from the initial ∝ t behavior to the long-time ∝ t4/3 behavior. The third
one v0 = 3 mostly shows the linear growth ∝ t, with a hint of the crossover towards
the end. The dashed lines plot the analytical results which show a good agreement
with the corresponding numerical results.
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pl(v0) and pr(v0) respectively. It makes the displacement variance

〈m2(t)〉c = (pr(v0) + pl(v0)) t = t, (3.6)

independent of the tagged velocity.

However, as the time progresses the movements of particles in TASEP get cor-

related. These correlated dynamics of the particles in the limit of long time and large

length scale can be described by the density-density correlation function (see Sec. 1.4.4

for details). It can be argued that variance of the normalized density-density

correlation function is equivalent to the variance of the second class particle in

TASEP [9,10,14]. By using this argument one can find out

〈m2(t|v0)〉c ' 4× 0.51 χ2/3(v0) t4/3 (3.7a)

with χ(v0) = ρ+(v0)(1− ρ−(v0)) = (1− c̄2(v0))/4. (3.7b)

The prefactor 0.51 is the variance of the scaling function Gscaling(x) associated with

the spatio-temporal two-point correlation function of the TASEP with the Bernoulli

product measure initial distribution [9–13].

Now comparing Eq. (3.6) and Eq. (3.7a), we can obtain the crossover time t∗1(v0)

between the initial diffusive behavior to the subsequent super-diffusion as

t∗1(v0) ∝ χ−2(v0) ∝ (1− c̄2(v0))−2. (3.8)

Clearly, below the time scale the behavior is simple diffusion and above of it it is

superdiffusion. Now, from Eq. (3.5) and (3.8) it is clear that for v0 ∼ 〈v〉, the

behavior at finite but large time is dominated by t4/3 as t∗1(v0) ∼ O(1). On the

other hand, the opposite limit (v0 → ±∞) corresponds t∗1(v0) → ∞ which brings

out diffusive behavior at any finite time as illustrated in FIG. 3.3.
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An alternate argument of the variance

The height-height correlation function in interface growth model follows the corre-

sponding scaling relation [15,16]

C(x, t) ∼ t2βg(x t−1/z) (3.9)

where β and z are the growth and the dynamical exponent. It makes the density

correlation function associated with TASEP follows the relation (see Sec. 1.4.4 for

details)

S(x, t) ∼ ∂2
xC(x, t) ∼ t2(β− 1

z
) g′′(x t−1/z). (3.10)

Here g′′(x) denotes for the second derivative of g(x) with respect to x. Now, the

variance of S(x, t) can be computed as follows

〈x2(t)〉c =

∫
dx x2S(x, t) ∼ t2(β− 1

z
)

∫
dx x2g′′(x t−

2
3 ) ∼ t2β+ 1

z

∫
du u2g′′(u).

(3.11)

As TASEP can be mapped on the KPZ interface growth model, it corresponds

β = 1/3 and z = 3/2. It yields the variance ∝ t4/3.

3.4.3 Conditional distribution

From the above discussion it is clear that p(m, t|v0) has two different distribution

which depends on t and v0. For a given v0 and t, if t << t∗1(v0), then the distribution

can be obtained by the random walk approximation. In this case, for a tagged v0

we can write pr(v0) = ρ+(v0) = (1 − c̄(v0))/2 and pl(v0) = ρ−(v0) = (1 + c̄(v0))/2.

Now, using the PDF of the form of Eq. (1.14), the conditional PDF p(c, t|c̄) can be

written as:

p(c, t|c̄) '
√

t

2π

e−t φ(c,c̄)√
|φ′′(c, c̄)|

, (3.12a)

with φ(c, c̄) = c log
[

(c+
√
c2 + 1− c̄2)/(c̄+ 1)

]
+ 1−

√
c2 + 1− c̄2, (3.12b)

and |φ′′(c, c̄)| =
√
c2 + 1− c̄2. (3.12c)

We compare this result with the numerical simulation result as shown in FIG. 3.4(a).
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Figure 3.4: Conditional distributions of the net overtaking number m(t|v0) by a
tagged agent of velocity v0 are plotted in the two different limits (a) t << t∗1(v0) and
(b) t >> t∗1(v0), for case II. To satisfy those limits we have conveniently considered
the tagged velocity v0 = 3 and v0 = 0 in figure (a) and (b) respectively while drawing
the remaining velocities from the Gaussian distribution. In (a), the simulation
results, denoted by points, for the PDF of the scaled displacement y ∝ (m− c̄t)/

√
t,

are plotted together with a Gaussian distribution (GUS) denoted by the dashed
line. Alongside that to show a large fluctuation that deviates from the Gaussian,
the large deviation result shown by the bold line. Figure (b) demonstrates that in
the opposite limit t >> t∗1(v0), with the appropriate scaling y ∝ t−2/3(m − c̄t), the
PDFs for different times collapse onto the scaling function Gscaling(y) (shown by
dashed line).

On the other hand in the opposite limit (t >> t∗1(v0)) the distribution is related

to the scaling function Gscaling(x) [9, 10] by

p(c, t|c̄) ' (2χ1/3t−1/3)−1 Gscaling([c− c̄]/2χ1/3t−1/3) (3.13)

which we have illustrated in FIG. 3.4(b). Notably, this Gscaling(u) and g′′(u) in

Eq. (3.11) are same quantity.
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3.4.4 Unconditional distribution

In case of unconditional distribution, we first discuss it’s behavior in the limit of

t→∞. To do so, using Eq. (3.6) and Eq. (3.7a) we can write

c ∼

c̄+O(t−
1
2 ) for t << t∗1(c̄),

c̄+O(t−
1
3 ) for t >> t∗1(c̄).

(3.14)

Ignoring fluctuations around c̄(v0), the variable c is random within [−1 : 1] as

c = c̄(v0) = 1− 2ρ+(v0). Therefore, using dc/dv0 = −2ρ′+(v0) = 2ρ(v0), we get

P (c,∞) =
ρ(v0(c))

|dc/dv0|
=

1

2
. (3.15)

Thus c = m(t)/t, in the limit t → ∞, is uniformly distributed on [−1 : 1], for

all continuous distribution ρ(v). A somewhat similar result was obtained earlier

for TASEP with the step initial condition, and it was shown that a second class

particle starting at the step, acquires a limiting speed that is uniformly distributed

on [−1 : 1] [7, 8]. The corresponding result in our case appears when the initial

velocities in our model are in the descending order, and an agent picked at random

has a limiting speed, uniformly distributed on [−1 : 1].

Now, to obtain the result at finite but large time we first reduce Eq. (2.2) as:

P (c, t) =
1

2

∫ 1

−1

dc̄ p(c, t|c̄). (3.16)

Now, considering the Gaussian approximated solution of p(c, t|c̄) =
√
t/2π Exp[−(c−

c̄)2/2], the solution of the above Eq. (3.16) can be obtained as

P (c, t) ' 1

4

[
Erf

(√
t

2
(c+ 1)

)
− Erf

(√
t

2
(c− 1)

)]
(3.17)

with the error function defined by Erf (u) = 2√
π

∫ u
0
e−w

2
dw. Using the same proce-

dure we can numerically compute P (c, t) by putting the large deviation solution of

p(c, t|c̄) from Eq. (3.12) into Eq. (3.16). The obtained numerical solution is show-

62



Statistics of overtakes by a tagged agent in a system of interacting agents

Figure 3.5: (a) Probability density function P (c, t) of the scaled net overtakings
c(t) = m(t)/t are plotted at three different times in case II with four different
choices of the initial velocity distribution, namely, (a) uniform, (b) Gaussian, (c)
exponential, and (d) power-law (ν = 2.5) distributions. The discrete points in the
plots are the simulation results, which are showing good agreements with the results
coming from the analysis of the large deviation form of the conditional distribution
p(c, t|v0) (as shown by the bold lines). The corresponding results coming from the
Gaussian approximation, are plotted by the dashed lines, for which the agreements
at the tails improve as t becomes larger.
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ing a good agreement with the simulation result as illustrated in FIG. 3.5. Note

that this Gaussian approximated solution and the corresponding LDF is valid for

t << t∗1(v0). For a finite but large time t, this criteria yield the limit v0 → ±∞
which corresponds c(v0)→ ±1. It implies the solution P (c, t), in this case, accurate

around the tails of the distribution.

To obtain an alternate analytical result at the tails we argue and proceed as

follows. The contribution of the right tail of P (c, t), for example, comes from the

limit of v0 → ∞. In this limit, we already know that v0 executes a biased random

walk on the lattice with the right jumping rate c̄(v0). Alternatively, we can say it

becomes a Poissonian process with rate c̄(v0). Now, integrating over all c̄(v0) we can

approximately write Eq. (3.16) as

PR(c & 1, t) ' 1

2

∫ 1

0

dc̄ p(c, t|c̄) ' t

2

∫ 1

0

dc̄ e−c̄t
(c̄t)ct

(ct)!
. (3.18)

Now, using the Stirling approximation x! '
√

2πx (x/e)x we can further simplify

the above expression as

PR(c & 1, t) ' 1√
8πct

( e
ct

)ct
γ(ct+ 1, t) (3.19)

with the lower incomplete gamma function γ(s, u) =
∫ u

0
dx xs−1 e−x. From the

symmetry of the problem we can say that the behavior of the left tail is identical to

the right one. It allows us to write the above expression in a more concrete form as

Ptails(|c| & 1, t) ' 1√
8π|c|t

(
e

|c|t

)|c|t
γ(|c|t+ 1, t). (3.20)

The obtained analytical result is showing a good agreement with the numerical

simulation result as shown in FIG. 3.6(a). Notably, the above result is similar to the

result we obtained by inserting the large deviation solution of p(c, t|c̄) from Eq. (3.12)

into Eq. (3.16).

Finally, to get the result around the center of P (c, t) (i.e., c ∼ 0), we use the data

of Gscaling(x) from ref [9] to plug it Eq. (3.16) via Eq. (3.13). The obtained numerical

result we plotted in FIG. 3.6(b) which is showing a good agreement with the result
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Figure 3.6: Probability density function
P (c, t) of the scaled net overtakings c(t) =
m(t)/t are plotted for case II. In (a): Dis-
crete points are from a numerical simula-
tion where the initial velocities are cho-
sen from a uniform distribution on [−1, 1]
with the dashed lines plot Eq. (3.20)
with the bold lines computed by putting
the large deviation solution of p(c, t|c̄)
from Eq. (3.12) into Eq. (3.16). In
(b): Discrete points are from a numer-
ical simulation where the initial veloci-
ties are chosen from a uniform distribu-
tion on [−1, 1] and t = 100. The solid
line plots Eq. (3.16) computed by us-
ing Eq. (3.13) and the dashed line plots
Eq. (3.17) for t = 100.

coming from simulation.

3.5 Case III : r(vL, vR) = (vL − vR) Θ(vL − vR)

The relative velocity-dependent exchange in the updation rule makes this process

completely different from the earlier one. The process here, in fact, corresponds to

an infinite-species Karimipour model in ref [17]. Unlike case II, here, each particle

(with its distinct velocity) exchanges with a distinct rate with the tagged particle

of a given velocity. Hence, we expect that the result, in this case, may have a

dependence on the initial velocity distribution.

3.5.1 Mean and variance of the net overtaking number

From the numerical simulation, like case II, here also we get a velocity-dependent

crossover time t#1 (v0) which increases with the absolute value of v0. Below that time

scale (t << t#1 (v0)), the behavior of v0 is well approximated by the RW description

by ignoring the correlation between jump events. The jumping rates to the right (r)
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and the left (l) can be calculated in this limit as

pr(v0) =

∫ v0

−∞
(v0 − v) ρ(v) dv (3.21a)

pl(v0) =

∫ ∞
v0

(v − v0) ρ(v) dv. (3.21b)

Notably, these jumping rates are the same as that of Jepsen gas of uniformly

distributed particles with density % = 1 which we have discussed in Sec. 2.3.1.

Hence, by following a similar procedure from Sec. 2.3.2 we can write the mean and

the variance as follows:

〈m(t|v0)〉 = c̄(v0)t = (pr(v0)− pl(v0))t = (v0 − 〈v〉)t (3.22a)

〈m2(t|v0)〉c = σ2(v0)t = (pr(v0) + pl(v0))t. (3.22b)

The behavior in the opposite limit (t >> t#1 (v0)), from the numerical simulation,

shows an anomalous growth of the form

〈m2(t|v0)〉c ∝ t s(t) (3.23)

where s(t) gives the correction to the standard RW result. The exact behavior of

the factor s(t) is difficult to distinguish from our simulation. It may be either a

very-small power-law s(t) ∼ t0.12.. or a logarithmic correction s(t) ∼ (ln t)γ. It is

difficult to distinguish between these two behaviors based on our numerics (as shown

in FIG. 3.7) - as it is often appears in the case of marginal corrections [18–21]. Such

logarithmic corrections have been found earlier in two dimensional driven diffusive

systems [22–24] as well as for 1+1 dimensional interface with cubic nonlinearity [25–

27]. Although the nature of the anomalous growth is not clear, it seems, it is quite

robust as it is independent of the initial velocity distribution which we have displayed

in FIG. 3.7. We come back to this discussion in Chapter 5.
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Figure 3.7: Simulation results of the variance of the net overtaking number by a
tagged particle in case III are shown by discrete points. In figure (a), we plot the
variance for three different values of the tagged velocity by taking the remaining
velocities from the Gaussian distribution. The finite size effects do not show up
till the final measurement time considered in the simulations, for a system of size
N = 104 with periodic boundary condition. The data for the largest tagged velocity
v0 = 3 shows only a linear growth ∝ t in time. The data for the intermediate
value v0 is showing a transition from the initial ∝ t behavior to an anomalous
long time behavior. For v0 = 0 an anomalous growth is clearly noticeable. In
the next five figures, we plot the displacement variance of a tagged v0 = 〈v〉 by
taking the remaining velocities from uniform, Gaussian, exponential, and power-law
distributions of exponents ν = 2.5 and 3.0 respectively. In all the five cases we
obtain the same anomalous behavior. However, the exact anomalous behavior is
not clear as it matches with both ∝ t1.12 (as shown by bold lines) and ∝ t [log(t)]γ.
Our simulation results show a good agreement for both γ = 2/3 (as shown by dashed
lines) and γ = 1 (as shown by dotdashed lines).

3.5.2 Conditional distribution

In the limit t << t#1 (v0), we can write a complete solution of p(c, t|v0) in terms of

c̄(v0) and σ2(v0) as

p(c, t|v0) '
√

t

2π

et φ(c,v0)√
|φ′′(c, v0)|

, (3.24a)
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Figure 3.8: Conditional PDF of the displacement of a tagged particle with a given
velocity in the two different limits (i) t << t#1 (v0) (in figure (a)) and (ii) t >> t#1 (v0)
(in other figures), for the case III. To satisfy these limits we conveniently consider
the tagged velocity v0 = 3 and 0, respectively, while drawing the rest of the velocities
independently from a Gaussian distribution. In figure (a), the typical fluctuations
of the scaled displacement y ∝ (m− c̄t)/

√
t are Gaussian (shown by the dashed line)

with it atypical fluctuations better described by a large deviation result (shown by
the bold line). In the next three figures, we consider the opposite limit t >> t#1 (v0),
where the PDF of the scaled displacement y ∝ (m − c̄t)/

√
t s(t) is well described

by Gaussian (shown by dashed lines), the exact time dependence of the variance is
not clear as it matches equally well with (b) s(t) ∝ t0.12 as well as s(t) ∝ (log t)γ

for (c) γ = 2/3 and (d) γ = 1.
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Figure 3.9: Conditional PDF’s of the displacement of a tagged particle of velocity
v0 = 〈v〉 are plotted at times t � t#(v0), for the case III. The velocities of the
remaining particles are drawn from three different distributions: uniform (1st row),
exponential (2nd row), and power-law distribution of exponents ν = 2.5 (3rd row)
and ν = 2.0 (4th row). While the typical fluctuations of the scaled displacement
y ∝ (m − c̄t)/

√
ts(t) is well described by Gaussian (shown by dashed lines), the

exact time dependence of the variance is not clear as it matches equally well with
s(t) ∝ t0.12 (figures on the first row) as well as s(t) ∝ [log(t)]γ for γ = 2/3 (figures
on the 2nd row) and γ = 1 (figures on the 3rd row).
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with the LDF φ(c, v0) =
√
c2 + σ4(v0)− c̄2(v0)− σ2(v0)

−c log

[
c+

√
c2 + σ4(v0)− c̄2(v0)

c̄(v0) + σ2(v0)

]
,

(3.24b)

and |φ′′(c, v0)| =
√
c2 + σ4(v0)− c̄2(v0). (3.24c)

From here, we can also get the Gaussian approximated solution in terms of scaled

variable y = (σ2(v0)t)−1/2(m − c̄(v0)t). Both the results are plotted in FIG. 3.8(a)

alongside the numerical simulation result.

In the opposite limit t >> t#1 (v0), from the numerical simulation, we have found

the scaled PDF Gaussian around the mean. Like the variance, this result is also

quite robust in the sense that it is independent of all initial velocity distribution as

we verified it by numerical simulation and shown in FIG. 3.8 and FIG. 3.9. Notably,

in case of power-law ρ(v), the scaled distribution is showing a different behavior at

the left tail (see 3rd and 4th columns of FIG. 3.9). The behavior is due to the large

velocities present in the system which rotates our periodic system multiple times at

any finite but large time. This behavior we describe in details in Chapter 5 while

we encounter the finite size effects on the same problem.

3.5.3 Unconditional distribution

To study the unconditional distribution, we first observe that both σ2(v0)/t → 0

and s(t)/t→ 0 in the limit t→∞. It yields

p(c, t→∞|v0) ∼ δ(c− v0 + 〈v〉) ∼ δ(c− c̄(v0)). (3.25)

Now, by using Eq. (2.2) we can easily get

P (c, t→∞) ∼ ρ(c+ 〈v〉). (3.26)

It implies that P (c, t) converges towards the initial velocity distribution ρ(v) with a

shifted origin differ by the average 〈v〉 of the same distribution.

Now, to obtain the approach to this limiting distribution, we will use the explicit
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Figure 3.10: Probability density function P (c, t) of the scaled net overtakings c(t) =
m(t)/t are plotted at three different times for case III, with four different choices of
the initial velocity distribution, namely, (a) uniform (b) Gaussian (c) exponential
and (d) power-law distributions. The discrete points in each plot are the simulation
results. They show very good agreement with the results coming from the analysis
of the large deviation form of the conditional distribution p(c, t|v0) (as shown by the
bold lines). The corresponding results coming from the Gaussian approximation
results are also plotted (as shown by the dashed lines), for which the agreements at
the tails improve as t increases.
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form of p(c, t|v0) in Eq. (3.24). Note that the tails of P (c, t) comes from the large

|v0−〈v〉| behavior of p(c, t|v0). For large |v0−〈v〉| the transition time t#1 (v0) is large

which allows to consider the RW description of p(c, t|v0) at any finite time. Clearly,

the Gaussian approximated solution in this case can be expressed as

P (c, t) '
∫ ∞
−∞

dv0 ρ(v0)

√
t

2π σ2(v0)
exp

(
−t [c+ 〈v〉 − v0]

2 σ2(v0)

)
. (3.27)

Note that the behavior of P (c, t) depends on the form of ρ(v0) and, hence, we need

to carry out the integral separately in each case. Figure 3.10 shows very good agree-

ment between Eq. (3.27) and numerical simulation results for four different distribu-

tions. The agreement becomes more accurate if, instead of Gaussian approximated

p(c, t|v0), one uses the exact large deviation form of Eq. (3.24) in the above equation.
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Chapter 4

Finite-size effects on overtaking in case of
Jepsen gas on a ring

4.1 Introduction

The outcome of a stochastic observable in a system in non-equilibrium depends on

how the system is being prepared, i.e., on the initial condition. It also depends

on how the constituents of the system evolve at the microscopic level, i.e., on the

dynamical rule of transition. The finite size of the system can also affect the results

if one observes it beyond the transient limit where the boundary effects come into

play.

For example, in Chapter 2, we have studied a simple non-equilibrium system of

self-driven agents to investigate the statistics of a stochastic observable, namely, the

net overtaking number by a tagged agent with two different initial conditions based

on how the agents are distributed in space. Notably, in these two different cases, we

obtain different results. By following that, in Chapter 3, we extend our investigation

on a minimal model of an interacting self-driven agents to study the same quantity

of interest with two different dynamical rules and got different results in those cases.

Following this thread, in this Chapter, we emphasize on the boundary condition. For

that, we consider the same Jepsen gas [1] in Chapter 2 with the periodic boundary

condition. We aim to study this problem with two different ensembles to see how

the finite system size affects the results.

Specifically, for a system of size N , in the last two Chapters, we investigate our

quantities of interest in a limit where t << N to ensure that there are no boundary

effects in the results. In this Chapter, we investigate the same in the opposite
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limit, i.e., by taking t >> N to see the results with the finite system size effects.

Among two different ensembles, in the 1st, we consider a fixed number of uniformly

distributed agents, whereas, in the next, the number of randomly distributed agents

in space is taken from a Poisson distribution of given density of agents.

In addition to all, in this Chapter, we briefly introduce the finite size scaling anal-

ysis and the dynamical exponent [2]. This exponent can estimate an approximate

time at which the tagged dynamics makes a transition from system-size independent

initial behavior to system-size dependent long-time behavior. In non-equilibrium

systems, this exponent behaves like a critical exponent. Depending on its value, one

can say the dynamical universality class on which the process belongs. Hence, this

exponent has widely been studied in the context of different non-equilibrium sys-

tems, starting from well-established Edwards-Wilkilson [3] and Kardar-Parisi-Zhang

(KPZ) [4] universality classes in the interface growth model to the recently studied

Fibonacci universality classes in driven diffusive systems [5–7].

The rest of the chapter is organized as follows. First, in Sec. 4.2, we outline our

model with two different ensembles and our quantities of interest. Next, in Sec. 4.3,

we discuss our problem by considering the 1st ensemble followed by the 2nd en-

semble in Sec. 4.4. In Sec. 4.3, first, we derive an approximate result of the net

overtaking number by a tagged agent. By using that result, we calculate all the

cumulants and the dynamical exponent associated with the process in Sec. 4.3.2.

Next we discuss the conditional and the unconditional distributions associated with

the tagged overtaking number in Sec. 4.3.3 and 4.3.4 respectively. In Sec. 4.4, all

the results in case of 2nd ensemble are presented by following a similar sequence like

the earlier section.

4.2 Model and Quantities of interest

4.2.1 The model

Consider a collection of non-interacting point particles distributed uniformly on a

ring of size N . With time all these particles are moving with their constant velocities

which are taken independently for each particle from an identical distribution ρ(v).

The space-time trajectories of the particles are given by slanted straight lines where
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Figure 4.1: Space-time trajectories of
three particles in a Jepsen gas, confined
within a periodic system of size N , up to
time t are shown. The red (bold) line
starting at the origin (x = 0) represents
the trajectory of a tagged particle with
velocity v0, while the blue (dashed) and
the magenta (dotted) lines starting at po-
sitions x1 and x2 with velocities v1 < v0

and v2 > v0 represent the other two tra-
jectories respectively. Due to the period-
icity, the red line intersects the blue one
four times. In the language of overtaking,
the red line overtakes the blue line 4 times
while being overtaken by the magenta line
once. Therefore, the net number of over-
take events for the red line up to time t is
4− 1 = 3.

the slopes with respect to the time axis represents the velocities. Notably, the

periodicity in the problem allows two lines to intersect each other multiple times (as

illustrated in FIG. 4.1) which is entirely different from the problem on an infinite

line where any two lines can intersect each other at most once (see FIG. 2.1).

Two different ensembles:

In this chapter, we study two different ensembles. In the 1st, we take a fixed (or

constant) number of agents distributed randomly within the system, whereas in the

next, the number of randomly distributed agents can change from one realization

to other. The probability of getting a particular number in this case is Poisson

distribution.

Quantities of interest

In this chapter, we revise all the quantities we have already defined in Chapter

2 in particular in the limit where time t is much larger than the system size N .

Hence, from the Sec. 2.2.2, we first recall the net overtaking number m(t|v0) by a

tagged agent of velocity v0 at time t. Our goal here is to study its mean 〈m(t|v0)〉,
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variance 〈m2(t|v0)〉c, and any n-th order cumulant 〈mn(t|v0)〉c. We also intend to

investigate the same two probability distributions we have introduced in Sec. 2.2.2.

They are the conditional and the unconditional distributions denoted by p(m, t|v0)

and P (m, t) respectively.

In addition to all, here we introduce a new quantity of interest, namely, the

dynamical exponent [2].

4.2.2 Finite-size scaling analysis and dynamical exponent

To introduce the dynamical exponent in the context of our problem, we first define

an approximate time τ ∗(v0) at which the fluctuation of m(t|v0) makes a transition

from the system-size independent behavior to the system-size dependent behavior.

Notably, the system-size independent behavior can be obtained by taking N → ∞
first, and then t→∞, whereas the other one by reversing the limits, i.e., by taking

t → ∞ first, and then N → ∞. The dynamical exponent relates τ ∗(v0) and the

system size N via [2]

τ ∗(v0) ∼ N z. (4.1)

Now, let us consider that the fluctuation of our quantity of interest grows in time

by following the relation

〈m2(t|v0)〉c ∼ tγ (4.2a)

in the first limit. On the other hand, in the opposite limit the relation is

〈m2(t|v0)〉c ∼ Nαtδ. (4.2b)

Now, combining all together we can write a scaling ansatz [2] of the variance of the

net overtaking number as

〈m2(t|v0)〉c ∼ N ξ f

(
t

τ ∗

)
∼

tγ for t << τ ∗(v0)

Nα tδ for t >> τ ∗(v0).
(4.3)

with the scaling function f(u = t/N z), and exponents α, γ, δ, and ξ. Clearly, f(u)

satisfies the relation f(u) ∼ uγ for u→ 0 and f(u) ∼ uδ for u→∞. The behavior
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of f(u) in these two limits yields the following relations among the exponents (i)

ξ = γz, and (ii) ξ− zδ = α. Now, by combining these two relations we can find out

z as

z =
α

γ − δ
. (4.4)

For example, if we consider a biased random walk on a periodic ring, then the

variance of its position on the lattice 〈x2(t)〉c ∼ t in the first limit and 〈x2(t)〉c ∼
N2/12 in the opposite limit (see Sec. 1.3). It implies γ = 1, α = 2, and δ = 0 i.e.,

z = 2 which alternatively justifies the system belonging diffusive universality class.

4.3 Ensemble I

For convenience, in this section, we consider the number of particles equal to the

system size N . We study the statistics of the net overtaking number by a tagged

agent moving in the environment of these N number of particles.

4.3.1 Net overtaking number

To calculate the rate of overtaking, we introduce a tagged particle of velocity v0 at

an arbitrary position which we set as origin of our periodic system. Now, let xi, and

vi be respectively the position and the velocity of the i-th particle at the beginning.

It allows us to write the net number of overtaking events by a particle with velocity

v0 up to time t as:

m(t|v0) =
N∑
i=1

I(v0 > vi)

⌈
(v0 − vi)t− xi

N

⌉
︸ ︷︷ ︸

mR(t|v0)

−
N∑
i=1

I(v0 < vi)

⌈
(vi − v0)t− (N − xi)

N

⌉
︸ ︷︷ ︸

mL(t|v0)

'
N∑
i=1

I(v0 > vi)
(v0 − vi)t− xi

N
−

N∑
i=1

I(v0 < vi)
(vi − v0)t− (N − xi)

N

'

(
v0 −

1

N

N∑
i=1

vi

)
t −

N∑
i=1

xi
N

+
N∑
i=1

I(v0 < vi). (4.5)

On the 1st line, the first (second) term on the right hand side counts the events in

which v0 > vi (v0 < vi) with the aid of the indicator function I(v0 > vi) (I(v0 < vi)).
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Figure 4.2: Net overtaking number m(t|v0) of a tagged particle with velocity
v0 = 0.5 is plotted versus time t for a system of size N = 128 with N number
of uniformly distributed Gaussian velocities. The dotted line, plots Eq. (4.6), is
showing a good agreement with m(t|v0) in the limit of t >> N .

Here due is Ceiling function which yields the smallest integer greater than or equal

to a real number u. Now using the fact that I(v0 > vi) + I(v0 < vi) = 1, and by

assuming m(t|v0) is a large number which allows us to approximate any real variable

u as due ' u+O(1). With these two assumptions, we have derived the final result

in Eq. (4.5). Now, both the 2nd and 3rd terms on the right hand side in Eq. (4.5)

are of the order of N , which in the limit of t >> N allows to simplify the above

expression as

m(t|v0) '

(
v0 −

1

N

N∑
i=1

vi

)
t+O(N) ' (v0 − V ) t (4.6)

with a new variable V = 1/N
∑N

i=1 vi, for further convenience. Notably, this V is

the average valocity of N number of velocities present in the system. The derived

expression in Eq. (4.6) shows a good agreement with the exact overtaking number

in Eq. (4.5) as illustrated in FIG. 4.2.

4.3.2 Cumulants of the net overtaking number

As all the initial velocities are taken independently from a common distribution, one

can relate the n-th order cumulant 〈V n〉c of V = N−1
∑N

i=1 vi with the same of the
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Figure 4.3: (a) Simulation results (shown by symbols), illustrating the crossover
from the system-size independent initial ∝ t behavior to the system-size dependent
long-time ∝ t2/N behavior, for the variance of the net overtaking number by a
tagged agent moving in a Jepsen gas. Five different tagged velocities are considered
by drawing the remaining N velocities from a uniform distribution over [−1 : 1]
within a periodic system of size N = 128. (b) Numerical results of the scaling
function f(u) are plotted vs. u = t/N z for five different system sizes by considering
the tagged velocity v0 = 0 while drawing the remaining velocities from the same
uniform distribution.

initial velocity distribution 〈vn〉c as:

〈V n〉c =

[
dn

dsn
ln
〈
esV
〉]

s=0

= N

[
dn

dsn
ln
〈
esv/N

〉]
s=0

=
1

Nn−1
〈vn〉c. (4.7)

Now using Eq. (4.6) and (4.7), we can find out the n-th order cumulant of m(t|v0)

as:

〈mn(t|v0)〉c =

[
dn

dsn
ln
〈
es m(t|v0)

〉]
s=0

'
[
dn

dsn
ln
〈
es(v0−V ) t

〉]
s=0

'
[
dn

dsn
(
sv0t+ ln

〈
e−sV t

〉)]
s=0

' v0 t δn,1 + (−1)n〈V n 〉c tn

' v0 t δn,1 + (−1)n
1

Nn−1
〈vn〉c tn. (4.8)

Note that for the power-law ρ(v), depending on its exponent ν, the n-th order

cumulant exist only if n < ν (see in Sec. 2.2.3).
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Figure 4.4: (a) Simulation results (shown by symbols), illustrating the crossover
from the system-size independent initial ∝ t behavior to the system-size dependent
long-time ∝ N behavior, for the variance of m̃(t|v0) by a tagged agent moving in a
Jepsen gas. Five different tagged velocities are considered by drawing the remaining
N velocities from a uniform distribution over [−1 : 1] within a periodic system of

size N = 128. (b) Numerical results of the scaling function f̃(u) are plotted vs.
u = t/N z for five different system sizes by considering the tagged velocity v0 = 0
while drawing the remaining velocities from the same uniform distribution.

Dynamical exponent

For a Jepsen gas on an infinite line 〈m2(t|v0)〉c grows linearly with time t (see Eq. (2.16)),

which makes γ = 1. Now, the scaling ansatz of the form of Eq. (4.3), and then

Eq. (4.8) allow us to identify α = −1 and δ = 2. By putting all these in Eq. (4.4)

we can easily find out z = 1. We verify this result via numerical simulation by

plotting the scaling function f(u = t/N z) in FIG. 4.3(b). The collapsed data-points

of f(u) for different N , supports our analytical z = 1. Arguably, the obtained result

is quite intuitive. The logic behind it is as follows: The individual particles are

moving ballistically without interacting with each other. It makes the gap between

two successive intersecting time equals to N/|v1 − v2| ∝ N for two velocities v1 and

v2. This intersecting time is directly proportional to the transition time τ ∗, i.e.,

τ ∗ ∝ N which yields z = 1.

Note that, in terms of the new variable m̃(t|v0) = m(t|v0) −
∑N

i=1 vi/N we

have found 〈m̃2(t|v0)〉c ∝ t in the limit t << N and ∝ N in the limit N << t

(see FIG. 4.4(a)). In this case we can easily identify γ = 1, α = 1, and δ = 0. It also

yields the dynamical exponent z = 1. The corresponding scaling function f̃(u) ∝ u
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for u << 1 and goes to a constant for u >> 1. We have plotted it in FIG. 4.4(b)

4.3.3 Conditional distribution

In this subsection we describe the conditional distribution p(m, t|v0) for four different

initial velocity distributions, one by one.

Gaussian ρ(v) :

First for the Gaussian distribution, employing Eq. (2.7) in Eq. (4.8), we can find

out the conditional distribution in terms of a scaled variable y =
√
N(m− v0t)/t as

p(y) ' 1√
2π

Exp

(
−y

2

2

)
. (4.9)

We verify this result with the numerical simulation results as shown in FIG. 4.5(a).

Uniform ρ(v) :

For uniform distribution of the form Eq. (2.4), we know that all odd moments/cumulants

are zero. It implies, from Eq. (4.8), that all the odd cumulants (and hence, all odd

moments) of the conditional distribution are zero except the mean 〈m(t|v0)〉 = v0t.

Clearly, the distribution is symmetric around the mean with variance 〈m2(t|v0)〉c '
t2/3N . Now to measure the non-Gaussianity of the distribution we calculate the

excess kurtosis as

g =
〈m4(t)〉c
〈m2(t)〉2c

' 1

N

〈v4〉c
〈v2〉2c

' − 6

5N
∼ O(N−1). (4.10)

For a sufficiently large, but finite system of size N , we can see that g → 0. It makes

the conditional distribution Gaussian of the form Eq. (4.9) in terms of a scaled

variable y =
√

3N(m− v0t)/t as verified by numerical simulation in FIG. 4.5(b).

Exponential ρ(v) :

For the exponential ρ(v) of the form of Eq. (2.5), we can calculate the characteristic

function by employing Eq. (2.9) and (4.8), and then writing it in terms of c = m/t,
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and a reduced variable k̃ = kt/N as

〈
eik̃N c(v0)

〉
' Exp

[
ik̃N(v0 − 〈v〉) +N

∞∑
n=2

1

n

(
−ik̃

)n]
' Exp

[
ik̃Nv0 −N log

(
1 + ik̃

)]
.

(4.11)

Now, inverting the Fourier transform, and then expressing it in terms of c̄(v0) =

v0 − 〈v〉 = v0 − 1, we can write

p(c|c̄) =
N

2π

∫ ∞
−∞

dk̃ e−Nϕ(k̃,c) (4.12a)

with ϕ(k̃, c) = ik̃(c− c̄− 1) + ln(1 + ik̃). (4.12b)

By evaluating this integration with the method of saddle point (see Sec. 1.3 for

details), we can write

p(c|c̄) '
√
N

2π

e−Nϕ(k̃∗,c)√
ϕ′′(k̃∗, c)

(4.13a)

with ϕ(k̃∗, c) = −(c− c̄)− ln(c̄+ 1− c) (4.13b)

and ϕ′′(k̃∗, c) = (c̄+ 1− c)2 (4.13c)

at the saddle point k̃∗ = i(c− c̄)/(c− c̄− 1). (4.13d)

From here, we can easily simplify it as

p(c|c̄) '
√
N

2π
eN(c−c̄) (c̄+ 1− c)N−1. (4.14)

In terms of a scaled variable y =
√
N(c− c̄), it further reduces to

p(y) ' 1√
2π
e
√
Ny

(
1− y√

N

)N−1

. (4.15)

The obtained result shows good agreement with the numerical simulation result as

displayed in FIG. 4.5(c). It is also clear that in the limit N → ∞ it yields the

Gaussian distribution of the form of Eq. (4.9), as shown in the same figure alongside
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Figure 4.5: Conditional PDF of the scaled net overtakings y =
√
N(m −

〈m(t|v0)〉)/
√
〈m2(t|v0)〉c are plotted in the case of a Jepsen gas enclosed within

a ring of size N = 128 with N number of velocities which are taken initially from
(a) Gaussian, (b) uniform, and (c) exponential distributions. The discrete points
are numerical simulation results which are showing good agreement with the exact
analytical result (EXT) or/and the Gaussian approximated result (GUS) as shown
by the solid and the dashed lines respectively.

the exact result.

Power-law ρ(v) :

To calculate the conditional distribution of the power-law distribution of the form

Eq. (2.6), we first simplify the characteristic function in terms of c = m/t, and a

reduced variable k̃ = kt/N as〈
eik̃N c(v0)

〉
' eik̃Nv0

〈
e−ik̃NV

〉
' eik̃Nv0

〈
e−ik̃v

〉N
' Exp

[
N
(
ik̃v0 + log(〈e−ik̃v〉)

)]
.

(4.16)

In the limit of large time, the number of overtake events are expected to be large,

and hence, the expansion of this characteristic function around k̃ → 0, is assumed

to lead a well-approximated result. From here, by inverting the above equation via

inverse Fourier transform, we can get the final result as

p(c|v0) ' N

2π

∫ ∞
−∞

dk̃ Exp[N(−ik̃(c− v0) + log(〈e−ik̃v〉))]. (4.17)

Now, depending on the expansion of log(〈e−ik̃v〉) around k̃ → 0 we discuss five

different cases. They are respectively (a) 0 < ν < 1 (all the moments diverging), (b)
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ν = 1 (2nd and all the higher moments diverging with the logarithmic divergence

of the 1st moment), (c) 1 < ν < 2 (finite 1st moment only), (d) ν = 2 (finite 1st

moment only and the logarithmic divergence of the 2nd moment with all diverging

higher moments), and (e) ν > 2 (finite 1st and 2nd moments).

(a) For 0 < ν < 1 :

For the power-law distribution with 0 < ν < 1, we can write

〈
e−ik̃v

〉
= 1F2

(
−ν

2
;
1

2
, 1− ν

2
;− k̃

2

4

)
− ik̃

(
ν

ν − 1

)
1F2

(
1

2
− ν

2
;
3

2
,
3

2
− ν

2
;− k̃

2

4

)

− Γ(1− ν) |k̃|ν Exp

(
iπν

2
sgn(k̃)

)
, (4.18)

with the generalized hypergeometric function pFq({a1, .., ap}; {b1, .., bq}; z), and the

sign function sgn(x) which yields 1 for x > 1, 0 for x = 0, and −1 for x < 1. Now, by

expanding the above expression around k̃ → 0 for ν < 1 we can write approximately

〈e−ik̃v〉 ' 1− Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

)
+O(k̃), (4.19a)

and hence, log(〈e−ik̃v〉) ' − Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

)
+O(k̃). (4.19b)

Using this result in Eq. (4.17) we can derive an approximate result in terms of a

scaled variable y = N1−1/ν(c− v0) and s = k̃N1/ν as as follows:

p(y) ' 1

2π

∫ ∞
−∞

ds Exp

[
−isy − Γ(1− ν)|s|ν Exp

(
iπν

2
sgn(s)

)]
' 1

π

∫ ∞
0

ds Exp
[
−Γ(1− ν)sν Cos

(πν
2

)]
× Cos

[
sy + sν Γ(1− ν) Sin

(πν
2

)]
. (4.20)

One can evaluate this integration numerically, and find out that it is showing a

good agreement with the result obtained from the numerical simulation as shown

in FIG. 4.6(a).
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(b) For ν = 1 :

For ν = 1, as we know, all the moments of ρ(v) diverge. Notably, the divergence

of the 1-st moment is logarithmic. It makes this case completely different from the

previous one. For example, the analogue of Eq. (4.18) in this case can be written as

〈
e−ik̃v

〉
= e−ik̃−ik̃ Γ(0, ik̃) ' 1−ik̃

(
1− γ − iπ

2
sgn(k̃)− log(|̃k|)

)
+O(k̃2) (4.21)

with upper incomplete gamma function defined by Γ(s, x) =
∫∞
x
du e−u us−1 and

Euler’s constant γ = 0.5772156... Notably, the approximate result in Eq. (4.21)

obtained by expanding around k̃ ∼ 0. It further allows us to obtain

log(〈e−ik̃v〉) ' −ik̃
(

1− γ − iπ

2
sgn(k̃)− log(|̃k|)

)
+O(k̃2). (4.22)

By using this result we can finally write and simplify the PDF in terms of a scaled

variable y = (c− v0 + log(N)) and s = k̃N as

p(y) ' 1

2π

∫ ∞
−∞

ds Exp

[
−is

(
y + 1− γ − iπ

2
sgn(s)− log(s)

)]
' 1

π

∫ ∞
0

ds Exp
[
−sπ

2

]
Cos [s (y + 1− γ − log (s))] . (4.23)

The obtained expression of p(y) is showing a good agreement with the numerical

simulation result as displayed in FIG. 4.6(b).

(c) For 1 < ν < 2 :

In this domain the general expression of 〈e−ik̃v〉 would be similar as of Eq. (4.18),

but while expand it around k → 0 it yields

〈e−ik̃v〉 ' 1− ik̃〈v〉 − Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

)
+O(k̃1+ν). (4.24a)
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Figure 4.6: Conditional PDF of the scaled net overtakings y are plotted in the
case of a Jepsen gas enclosed in a ring of size N = 128 and comprised of N number
of velocities which are taken initially from a power-law distribution of exponents (a)
ν = 0.5, and (b) 1.0. The discrete points are numerical simulation results, which are
showing a good agreement with the analytical result as shown by solid (red) lines.

From here we can write approximately

log(〈e−ik̃v〉) ' −ik̃〈v〉+
1

2
k̃2〈v〉2 − Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

)
+O(k̃1+ν).

(4.24b)

By inserting it in Eq. (4.17) we have found that the imaginary part of the integrand

is an odd function around k̃, and the real part of that integrand is an even function

around the same point. This allow us to simplify Eq. (4.17) in terms of scaled

variables y = N1−1/ν(c− c̄), and s = k̃N1/ν , and a constant u1 = 1/2 N1−2/ν〈v〉2 as

p(y) ' 1

π

∫ ∞
0

ds Exp
[
u1s

2 − Γ(1− ν)sν Cos
(πν

2

)]
× Cos

[
sy + sν Γ(1− ν) Sin

(πν
2

)]
' 1

π

∫ ∞
0

ds Exp
[
−Γ(1− ν)sν Cos

(πν
2

)]
× Cos

[
sy + sν Γ(1− ν) Sin

(πν
2

)] (
1 + u1s

2
)
. (4.25)

Note that in the first line of Eq. (4.25) the second term (∝ sν) within the expo-

nential dominates over the first term (∝ s2) in the limit of s → 0. It allows us to

approximately write Exp(u1s
2) ' 1 + u1s

2, and hence, get the last line. One can
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evaluate this integration numerically, and find out that it shows a good agreement

with the numerical simulation result as shown in FIG. 4.7(a).

(d) For ν = 2 :

For ν = 2, as we know, all the higher moments of ρ(v) except the first one diverge.

More importantly, the divergence of the second moment is logarithmic. In this case

the analogue of Eq. (4.18) can be written as

〈
e−ik̃v

〉
= e−ik̃(1− ik̃)− k̃2

∫ ∞
1

dv
e−ik̃v

v
= e−ik̃(1− ik̃)− k̃2 Γ(0, ik̃)

' 1− ik̃〈v〉+

(
γ − 3

2
+
iπ

2
sgn(k̃) + log|k̃|

)
k̃2 +O(k̃3)

(4.26a)

with the upper incomplete gamma function Γ(0, ik̃). The expression in the final line

is obtained by expanding around k̃ → 0. From here we can write approximately

log(〈e−ik̃v〉) ' −ik̃〈v〉+

(
γ +

1

2
+ log(|k̃|) +

iπ

2
sgn(k̃)

)
k̃2 +O(k̃3). (4.26b)

Following the similar procudure like above, we can write Eq. (4.17) in terms of

scaled variables y = N1/2(c − c̄), and s = k̃N1/2 including a new constant u2 =

1/2 log(N/e)− γ as follows:

p(y) ' 1

2π

∫ ∞
−∞

ds e−isy Exp

[
(−u2 +

iπ

2
sgn(s) + log(|s|))s2

]
' 1

π

∫ ∞
0

ds Exp
[
−(u2 + log(s))s2

]
Cos

(
sy − πs2

2

)
' 1

π

∫ ∞
0

ds e−u2s
2

Cos

(
sy − πs2

2

)(
1 + s2log(s)

)
. (4.27)

On the 2nd line of Eq. (4.27) the 1st term (∝ s2) within the exponential becomes

larger than the 2nd term (∝ s2 log(s)) in the limit of s → 0. It allows us to

approximately write the last line. We numerically compute this integration and find

out that it shows a good agreement with the numerical simulation result as displayed

in FIG. 4.7(b).
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(e) For ν > 2 :

In case of ν > 2 we can exapnd Eq. (4.18) around k̃ → 0, and hence write approx-

imtely

〈e−ik̃v〉 ' 1− ik̃〈v〉 − 1

2
k̃2〈v2〉 − Γ(1− ν) |k̃|ν Exp

[
iπν

2
sgn(k̃)

]
+O(k̃3)

(4.28a)

log(〈e−ik̃v〉) ' −ik̃〈v〉 − 1

2
k̃2〈v2〉c − Γ(1− ν) |k̃|ν Exp

[
iπν

2
sgn(k̃)

]
+O(k̃3)

(4.28b)

Here we can write the distribution in terms of the scaled variable y = N1−1/ν(c− c̄),
s = k̃N1/ν and a constant u3 = 1/2 N1−2/ν〈v2〉c as follows:

p(y) ' 1

2π

∫ ∞
−∞

ds Exp

[
− isy − u3s

2 − Γ(1− ν) |s|ν Exp

(
iπν

2
sgn(s)

)]
. (4.29)

It can further reduce to

p(y) ' 1

π

∫ ∞
0

ds Exp
[
−u3 s

2 − Γ(1− ν)sν Cos
(πν

2

)]
× Cos

[
sy + sν Γ(1− ν) Sin

(πν
2

)]
' 1

π

∫ ∞
0

ds Exp[−u3 s
2]
(

1− Γ(1− ν)sν Cos
(πν

2

))
× Cos

[
sy + sν Γ(1− ν) Sin

(πν
2

)]
. (4.30)

Note that, on the first line of Eq. (4.30) the 1st term (∝ s2) within the exponential

is larger than the 2nd term (∝ sν) in the limit of s→ 0. It enable us to reach in the

final result which we have computed numerically and found that it shows a good

match with the numerical simulation result as displayed in FIG. 4.7(c).

Approximate result for the left tail of the conditional distribution

In case of power-law ρ(v) of the form Eq. (2.6), we can approximately calculate

the behavior of the left tail of p(m, t|v0) by starting from Eq. (4.6). For that, we

first recall that the contribution of the left tail comes from the largest velocities
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Figure 4.7: Conditional PDF of the scaled net overtakings y are plotted in the
case of a Jepsen gas enclosed in a ring of size N = 128 and comprised of N number
of velocities which are taken initially from a power-law distribution of exponents
(a) 1.5, (b) 2.0, and (c) 2.5. The discrete points are numerical simulation results,
which are showing a good agreement with the analytical result as shown by bold
(red) lines.

present in the system. We denote the maximum velocity by vmax. Now, by using

the formalism of order statistics [9,10], we can write the distribution of vmax among

N number of velocities chosen independently from ρ(v) as follows:

P1(vmax|N) = N (Fv(vmax))
N−1 ρ(vmax), (4.31a)

with the cumulative distribution function (CDF)

Fv(u) =

∫ u

1

dv
ν

v1+ν
= (1− u−ν). (4.31b)

Notably, in the limit of N >> 1 we can approximately write

(Fv(u))N ' Exp

[
−N
uν

]
, (4.31c)

which is nothing but the CDF of the Fréchet distribution in extreme value statis-

tics [11,12] with the scale and shape parameters N1/ν and ν respectively. Using this

result with the approximation of N >> 1 we can calculate

P1(vmax|N) ' ν N

vν+1
max

Exp

(
− N

vνmax

)
. (4.32a)

Note that, in the limit N >> 1, this distribution is normalized.
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Figure 4.8: PDF of the scaled net overtakings are plotted in the case of a Jepsen
gas within a ring of size N = 128 and comprised of N number of velocities which
are taken initially from a power-law distribution of exponents (a) ν = 0.5, (b) 1.0,
(c) 1.5, and (d) 2.5. All the numerical results at the left tail are showing good
agreement with the corresponding analytical result in Eq. (4.35).

Now we can split Eq. (4.6) in terms of c = m/t as

c(v0) = v0 −
1

N
vmax −

1

N

N−1∑
i=1

v(i). (4.33)

Here, v(i) denotes the jth order velocity. For example, v(1) = min(v1, v2, ......, vN),

v(2) = min({v1, v2, ......, vN}\{v(1)}), v(3) = min({v1, v2, ......, vN}\{v(1), v(2)}), and

so on. Now, ignoring all other terms except vmax we can approximately write the

scaling variable

y ' − 1

N1/ν
vmax. (4.34)
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Following a similar procedure like previous case, we can proceed here as

pL(y) '
∫ ∞

1

dvmax P1(vmax|N) δ
(
y +N−1/ν vmax

)
' N1/ν P1(−yN1/ν |N) Θ

(
−yN1/ν − 1

)
' ν

(−y)ν+1
e−(−y)−ν (4.35)

where y is bound within −∞ and −N−1/ν . The obtained result is nothing but

a stretched exponential distribution which is showing a good agreement with the

result obtained from numerical simulation as displayed in FIG. 4.8.

4.3.4 Unconditional distribution

In this subsection, we describe the unconditional distribution P (c) for our four

different initial velocity distributions. To find out the unconditional distribution, it

is convenient to re-express Eq. (2.2) in terms of c̄ = v0 − 〈v〉 as

P (c) =

∫ ∞
−∞

dc̄ p(c|c̄) ρ(c̄+ 〈v〉). (4.36)

Gaussian and uniform ρ(v) :

Now, in the cases of Gaussian and uniform distributions, writing Eq. (4.9) in terms

of c and c̄ in Eq. (4.36), we can calculate respectively

P (c) ' 1√
2π

√
N

N + 1
Exp

[
− c2N

2(N + 1)

]
' e−c

2/2

√
2π

(
1 +

c2 − 1

2N

)
+O(N−2), (4.37)

P (c) ' 1

4

(
Erf

[√
3N

2
(1 + c)

]
+ Erf

[√
3N

2
(1− c)

])
. (4.38)

The obtained analytical results are showing good agreement with numerical simula-

tion results as shown in FIG. 4.9 (a) and (b) respectively. From here it is easy to see

that both the distributions in the limit of N → ∞ converge to the initial velocity

distributions.
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Figure 4.9: PDF of the scaled net overtakings c = m(t)/t are plotted at three
different times, in the case of a Jepsen gas, confined within a ring of size N =
128, and comprised of N number of velocities which are taken initially from (a)
Gaussian, (b) uniform, and (c) exponential distributions. The symbols are numerical
simulation results which are showing a good match with the analytical results as
shown by the solid lines.

Exponential ρ(v) :

Next, for the exponential distribution we can calculate an approximate result by

using p(c|c̄) from in Eq. (4.14) first, and then proceed as follows

P (c) =

∫ ∞
−1

dc̄ e−(c̄+1) p(c|c̄) '
√
N

2π
eNc−1

∫ ∞
−1

dc̄ e−(N+1)c̄ (1 + c̄− c)N−1

'
√
N

2π
e−c+N (1 +N)−N Γ(N,−c(N + 1))

(4.39)

with the upper incomplete gamma function defined by Γ(s, x) =
∫∞
x
dy e−y ys−1.

Using this definition we can write

P (c) '
√
N

2π

eN−c

(1 +N)N

∫ ∞
−c(N+1)

dy eϕ2(y) (4.40)

with ϕ2(y) = −y + (N − 1) ln(y). For large N , one can expand ϕ2(y) around the

saddle point y∗ = N −1 as follows ϕ2(y) ' −(N −1)+ (N −1) ln(N −1)−1/(2N −
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2) (y −N + 1)2 +O(N−2). Inserting this result on the above Eq. (4.40) we can get

P (c) ' 1

2

√
N

N − 1

(
N − 1

N + 1

)N
e(1−c)

(
1 + Erf

[
N − 1 + c(N + 1)√

2(N − 1)

])

' e−(1+c)

(
1− 1

2
Erfc

[√
N

2
(c+ 1)

])
. (4.41)

Now, instead of the exact result of p(c, t|v0) in Eq. (4.14), if we use it Gaussian

approximated solution in Eq. (4.36), then also we recover the same result in the

limit of large N as follows

P (c) =
1

2
Exp

[
−1− c+

1

2N

](
1 + Erf

[
cN +N − 1√

2N

])
' e−(1+c)

(
1− 1

2
Erfc

[√
N

2
(c+ 1)

])
. (4.42)

The above analytical results are showing good agreements with the data obtained

from the numerical simulation as shown in FIG. 4.9(c).

Power-law ρ(v) :

Finally, for the power-law distribution, we numerically solve the Eq. (4.36) by using

the numerical results of p(c|c̄) from the previous Sec. 4.3.3. The obtained numerical

results are showing a good agreement with the data obtained from the numerical

simulation as displayed in FIG. 4.16.

Approximate result for the left tail for ν = 1 :

In case of ν = 1 we know that the scaled variable is y = c− v0 + log(N). Using this

relation in Eq. (4.35) we can get

pL(c|v0) ' 1

(v0 + log(N)− c)2
Exp

[
− 1

(v0 + log(N)− c)

]
. (4.43a)
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Now, averaging it over v0 we can write

PL(c) '
∫ ∞

1

dv0

v2
0

1

(v0 + log(N)− c)2
Exp

[
− 1

(v0 + log(N)− c)

]
'
∫ 1+log(N)−c

0

du e−u
(

1

u
− log(N) + c

)−2 (4.43b)

Figure 4.10: PDF of the scaled net overtakings c = m(t)/t are plotted at three
different times, in the case of a Jepsen gas, confined within a ring of size N = 128
and comprised of N number of velocities which are taken initially from a power-law
distribution of exponent (a) ν = 0.5, (b) 1.0, (c) 1.5, (d) 2.0, (e) 2.5, and (f) 10. The
discrete points are numerical simulation results which are showing a good agreement
with the analytical result as shown by (red) bold lines.

Approximate result for the left tail for ν > 1 :

An approximate result for the left tail (L) in case of power-law ρ(v) can be obtained

by rewriting Eq. (4.36) as

PL(c) '
∫ ∞

1−〈v〉
dc̄ ρ(c̄+ 〈v〉) pL(c|c̄), (4.44a)
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and then, using the approximate result for the left-tail of the conditional distribution

by writing it in terms of c and c̄ from Eq. (4.35) as

pL(c|c̄) ' ν N1−ν

(c̄− c)1+ν
Exp

[
− N1−ν

(c̄− c)ν

]
. (4.44b)

Using the variable transform we further reduce it as

PL(c) '
∫ N1−ν

(1−c−〈v〉)ν

0

ν du e−u(
c+ 〈v〉+ 1

N

(
N
u

) 1
ν

)1+ν . (4.45)

From the upper limit of this integration we can say that c is bound within −∞ and

(1 − 〈v〉). It can also be said that P (c) for power-law ρ(v) contains two different

tails, namely the right and the left, which are intersect close to the point 1−〈v〉 for

ν > 1. This integration can not be solved exactly. Hence, we evaluate it numerically

which matches quite well with the data obtained from the numerical simulation as

shown in FIG. 4.16. Note that in the limit N → ∞ or ν >> 1 the spread of the

left tail shrink to zero as PL(c)→ 0 in that limit. To verify this behavior, we have

plotted P (c) for ν = 10 in FIG. 4.16(f).

Approximate result for the right tail for ν > 1 :

To obtain a qualitative behavior of the right (R) tail of P (c), we argue as follows: as

the contribution of PL(c) comes from the large velocities present in the system, hence

the rest of the velocities, which are mostly around the mean of ρ(v), contributes to

PR(c). It allows us to write approximately Eq. (4.17) as

pR(c|v0) ' N

2π

∫ ∞
−∞

dk̃ e−ik̃N (c−c̄) ∼ Nδ(N(c− c̄)) ∼ δ(c− c̄). (4.46)

By inserting it in Eq. (4.36) we can easily calculate PR(c) ∼ ρ(c+ 〈v〉).

4.4 Ensemble II

Instead of a fixed number of particles, we consider this number a random variable

in this case. We consider the probability of getting a particular particle number
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l within a system of size N is P(l, %N) = e−%N(%N)l/l! where %N is the average

number of particles within the system. Notably, this kind of ensemble of particles

we can build as follows: first introduce a tagged particle at x = 0. Then, a random

distance is chosen from an exponential distribution of the form % e−%x to put first

neighbor the tagged particle. The position of the second neighbor and all the other

particles are chosen one by one by drawing the random gaps independently from the

same exponential distribution. We repeat this procedure as long as the position of

the last particle remain within the system size N .

4.4.1 Rates of overtaking by a tagged velocity

To calculate the rates of overtaking, we consider the tagged particle at x = 0 with

a given velocity v0. Now, for a particle starting at position x > 0 with velocity v to

be overtaken by a tagged particle that starts at the origin (x = 0) with velocity v0,

between time t and t+dt, one must have t < (x+N b(v0 − v)t/Nc)/(v0−v) < t+dt

with v0 > v. Since, x can be anywhere in [0, N ] with a probability density %, and

v, drawn from ρ(v), can take any value less than v0, the probability of this two

trajectories crossing between t and t+ dt is

ρR(v0)dt =

∫ N

0

% dx

∫ v0

−∞
dv ρ(v) δ

t− x+N
⌊

(v0−v)t
N

⌋
v0 − v

 dt. (4.47)

Using, δ
(
t− x+Nb(v0−v)t/Nc

v0−v

)
= (v0− v) δ(x− (v0− v)t+Nb(v0− v)t/Nc) and then

carrying out the integration over x, with the fact that 0 ≤ (v0 − v)t − Nb(v0 −
v)t/Nc < N , gives the rate of crossing the tagged particle from the right to the left

at time t as

ρR(v0) = %

∫ v0

−∞
dv ρ(v) (v0 − v). (4.48)

Similarly, to find out the rate of crossing the tagged particle from the left at time t

we can write

ρL(v0)dt =

∫ N

0

% dx

∫ ∞
v0

dv ρ(v) δ

t− x−N
⌈

(v−v0)t
N

⌉
v − v0

 dt (4.49)
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with the Ceiling function due = 1 + buc. Following the above procedure in this case

also we can derive

ρL(v0) = %

∫ ∞
v0

dv ρ(v) (v − v0). (4.50)

Clearly, these rates are the same as that for a Jepsen gas distributed on an infinite

line with the same density % (see Sec. 2.3.1). More importantly, the intersecting rates

of the underlying process, in this case, become non-Poissonian unlike the system of

infinite size. Since, only the initial positions and velocities are chosen independently,

all the intersecting times associated with two given trajectories become dependent.

For example, in FIG. 4.1, all the four intersecting times of v0 and v1 are dependent

which is quite clear from their values x1/(v0−v1), (x1+N)/(v0−v1), (x1+2N)/(v0−
v1), (x1 + 3N)/(v0 − v1). These correlated sequences of times make the underlying

process non-Poissonian.

4.4.2 Cumulants of the net overtaking number

To proceed here, first we note that for a given l number of particles, we can mod-

ify Eq. (4.5) by replacing the upper limit of the sum, i.e., N , by l. Then, by following

a similar procedure in Sec. 4.3.1 we can calculate approximately

ml(t|v0) ' t

N

l∑
j=1

(v0 − vj) (4.51)

in the limit t >> N . The subscript l denotes for l number of particles in the

system. As l is taken from a Poisson distribution, the process of overtaking becomes

a compound Poisson process [8]. Using the above result, we calculate cumulants of

the net overtaking number for a given % and N .

First, we can calculate the mean number as

〈m%(t|v0)〉 =
∞∑
l=1

P(l, %N) 〈ml(t|v0)〉 ' % t(v0 − 〈v〉). (4.52)

Here, the subscript % denotes the density. Now, we can find out the variance by
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Figure 4.11: The variance of the net
overtaking number by a tagged agent of
velocity v0 is plotted for different v0.
Clearly, it is showing a transition from
a system-size independent initial behav-
ior to the system-size dependent long-time
behavior ∝ v2

0t
2/N . In the plot, we con-

sider a periodic system of size N = 128
with % = 1 and velocities of the rest of
the particles chosen independently from
the Gaussian distribution.

using Eq. (4.51) and (4.52) as follows:

〈m2
%(t|v0)〉c = 〈m2

%(t|v0)〉− 〈m%(t|v0)〉2 '
∞∑
l=1

P(l, %N) 〈m2
l (t|v0)〉− %2 t2(v0−〈v〉)2

' % t2

N

[
〈v2〉c + (v0 − 〈v〉)2

]
' % t2

N

〈
(v0 − v)2

〉
. (4.53)

Note that, this obtained result is quite different from the result of the same for

constant number of particles (see Eq. (4.8)). The variance, in this case, depends on

v0 and 〈v〉 unlike Eq. (4.8). This result is verified by the numerical simulation, as

shown in FIG. 4.11. Since 〈m2
%(t|v0)〉c ∝ t2/N , in this case also we can compute the

dynamical exponent z = 1 by following a similar formalism like Sec. 4.3.2.

Not only the mean and the variance, but we can also calculate all the higher-

order cumulants of m%(t|v0). For that, first we calculate the characteristic function

of m%(t|v0) in terms of c%(v0) = m%(t|v0)/t and k̃ = kt/N , and with the assumption

of %N >> 1 as follows:

〈
eik̃Nc%(v0)

〉
=
∞∑
l=1

P(l, %N)
〈
eik̃

∑l
j=1(v0−vj)

〉
' e−%N

∞∑
l=1

(%N)l

l!

〈
eik̃(v0−v)

〉l
' Exp

[
%N
〈
eik̃(v0−v)

〉
− %N

]
. (4.54)

From Eq. (4.54) we can find out the nth order cumulant by using the relation
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between cumulant and cumulant generating function as

〈mn
%(t|v0)〉c = tn〈cn%(v0)〉c ' %N

(
t

N

)n
〈(v0 − v)n〉 . (4.55)

Now, using the explicit form of ρ(v) from Sec. 2.2.3 we can calculate 〈(v0 − v)n〉 for

the Gaussian, uniform, exponential, and power-law distributions as follows:

Gaussian: 〈(v0 − v)n〉 =


2(n−1)/2
√
π

nv0 Γ(n/2) 1F1

(
1−n

2
; 3

2
;−v20

2

)
for odd n,

2n/2√
π

Γ((n+ 1)/2) 1F1

(
−n

2
; 1

2
;−v20

2

)
for even n,

(4.56)

Uniform: 〈(v0 − v)n〉 =
1

2(n+ 1)

(
(v0 + 1)1+n − (v0 − 1)n+1

)
, (4.57)

Exponential: 〈(v0 − v)n〉 = (−1)ne−v0 Γ(1 + n,−v0), (4.58)

Power-law: 〈(v0 − v)n〉 = (−v0)n−ν ν B1/v0(−ν, 1 + n) for n < ν. (4.59)

Here, Bz(a, b) is the incomplete beta function defined by Bz(a, b) =
∫ z

0
dx xa−1 (1−

x)b−1. From the above results it is clear that, not only the variance, but in fact, all

the higher order cumulants also depend on v0 unlike the case of constant number of

particles in Sec. 4.3.

4.4.3 Conditional and Unconditional distributions

We can also calculate the full probability distribution ofm%(t|v0) by writing down the

conditional distribution of constant % with the same of fixed l through the relation

p%(m, t|v0) =
∞∑
l=1

P(l, %N) pl(m, t|v0). (4.60)

Now, by using the inverse Fourier transform with Eq. (4.54) we can write the condi-

tional distribution in terms of a scaled variable y =
√
N/% (c−%(v0−〈v〉))/

√
〈(v0 − v)2〉
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as follows (see Sec. 2.4.1 for details):

p%(y|v0) ' 1

2π

∫ ∞
0

ds e−isy−s
2/2 Exp

[
∞∑
n=3

(is)n

n!
(%N)1−n/2 〈(v0 − v)n〉

〈(v0 − v)2〉n/2

]

' 1

π

∫ ∞
0

ds e−s
2/2 Cos

(
sy +

s3

3!
√
%N

〈(v0 − v)3〉
〈(v0 − v)2〉3/2

)(
1 +

s4

4! %N

〈(v0 − v)4〉
〈(v0 − v)2〉2

)
.

(4.61)

In the final line of the above expression we have written approximately the distribu-

tion by taking its contribution up to n = 4. In the limit N >> 1 the contribution of

n > 4 terms become negligible. Using the relation between y and c with Eq. (2.2),

we can express the unconditional distribution as follows:

P%(c) '
1

π

∫ ∞
−∞

dv0 ρ(v0)

∫ ∞
0

ds

√
N e−s

2/2√
% 〈(v0 − v)2〉

(
1 +

s4

4! %N

〈(v0 − v)4〉
〈(v0 − v)2〉2

)
× Cos

(
s
√
N (c− %v0 + %〈v〉)√
% 〈(v0 − v)2〉

+
s3

3!
√
%N

〈(v0 − v)3〉
〈(v0 − v)2〉3/2

)
. (4.62)

Now, using results from Eq. (4.56), (4.57), and (4.58) we can numerically evaluate

the final result as displayed in FIG. 4.12 and FIG. 4.13 respectively. In the same

figures we have also shown a Gaussian approximated result which one can obtain

by considering the contribution up to O(s2) term in Eq. (4.61) and (4.62).

Power-law ρ(v)

Now, in case of power-law ρ(v) we can follow a similar formalism like Sec. 4.3.3. In

this case we start from Eq. (4.54).

For 0 < ν < 1 :

First, in case of 0 < ν < 1, using result of Eq. (4.19) in Eq. (4.54), in the limit of

k̃ → 0 we can approximately write

〈
eik̃Nc%(v0)

〉
' Exp

[
%N

(
ik̃v0 − Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

))]
. (4.63a)
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Figure 4.12: PDF of scaled net overtakings y =
√
N/% (c − %(v0 −

〈v〉))/
√
〈(v0 − v)2〉 are respectively plotted by considering v0 = 3, 1, and 3 in case of

(a) Gaussian, (b) uniform, and (c) exponential velocity distributions of the remain-
ing particles which are distributed with density % = 1 in a system of size N = 128.
Discrete points are numerical simulation results which are showing a good agree-
ment with the result coming from Eq. (4.61). A Gaussian approximated result is
also plotted as shown by the dotted lines. These Gaussian approximated result in
(a) and (b) are the exact result in case of constant N = 128 number of particles,
whereas in (c) it is shown by (blue) dotdashed line.

By using this result we further get

p(c%|v0) ' N

2π

∫ ∞
−∞

dk̃ Exp

[
−ik̃N(c− %v0)− Γ(1− ν)|k̃|ν Exp

(
iπν

2
sgn(k̃)

)]
.

(4.63b)

From here, in terms of a scaling variable y = N (%N)−1/ν (c%−%v0) and s = (%N)1/ν k̃

we can derive the identical expression like Eq. (4.20). Hence, for ν < 1, the results

in two ensembles are identical.

For ν = 1 :

Now, in case of ν = 1, using Eq. (4.21) in Eq. (4.54) we can approximately write

p(c%|v0) ' N

2π

∫ ∞
−∞

dk̃ Exp
[
−ik̃N(c− %v0)− ik̃%N

(
1− γ − iπ sgn(k̃)/2− log|k̃|

)]
.

(4.64)

From here, in terms of a scaling variable y = (c% − %v0 − % log(%N))/% and s =

(%N)k̃ we can get result identical to Eq. (4.23). The obtained result is showing

a good agreement with the data obtained from numerical simulation as displayed
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Figure 4.13: PDF of scaled net overtakings c = m(t)/t are plotted at three
different times for a Jepsen gas enclosed in a periodic system of size N = 128
with particle density % = 1. The velocities of the particles are taken independently
from (a) Gaussian, (b) uniform, and (c) exponential distributions. Discrete points
are numerical simulation results which are showing good agreements with the result
coming from Eq. (4.62). A Gaussian approximated result in each case is also plotted
as shown by the dashed lines. For comparison, the result of the same in case of fixed
N number of particles are also plotted by a (blue) dotted line.

in FIG. 4.15(b).

Figure 4.14: PDF of scaled net overtakings are plotted in the case of a Jepsen gas
enclosed within a ring of size N = 128 with particle density % = 1. The remaining
velocities are taken independently from a power-law distribution of exponent (a)
ν = 0.5, and (b) 1.0. The discrete points are numerical simulation results, which
are showing a good agreement with the analytical results as shown by bold (red)
lines. An approximate numerical result (Eq. (4.35)) for the left tail is also plotted
by (blue) dashed lines
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For 1 < ν < 2 :

Using Eq. (4.24a) and (4.54) here we can calculate

〈
eik̃Nc%(v0)

〉
' Exp

[
%N

(
ik̃(v0 − 〈v〉)−

k̃2

2
(v2

0 − 2v0〈v〉)

− Γ(1− ν) |k̃ν | Exp

[
iπν

2
sgn(k̃)

]
+O(k̃1+ν)

)]
. (4.65)

From here, the distribution of the scaled variable y = N(%N)−1/ν(c − %v0 + %〈v〉)
in terms of s = (%N)1/ν k̃ and u1(v0) = 1/2 (%N)1−2/ν(2v0〈v〉 − v2

0) comes out as

idential as Eq. (4.25). Notably, the scaled distribution in this case depends on v0

through u1(v0).

For ν = 2 :

Using Eq. (4.26a) and (4.54) here we can calculate

〈
eik̃Nc%(v0)

〉
' Exp

[
%N

(
ik̃(v0 − 〈v〉)−

k̃2

2
(v2

0 − 2v0〈v〉)

+

(
γ − 3

2
+
iπ

2
sgn(k̃) + log(|k̃|)

)
k̃2 +O(k̃3)

)]
(4.66)

From here, the distribution of the scaled variable y = N(%N)−1/2(c− %v0 + %〈v〉) in

terms of s = (%N)1/2 k̃ and u2(v0) = 1/2 (v2
0 − 2v0〈v〉 − 2γ + 3 + log(%N)) becomes

similar to Eq. (4.27). The scaled distribution in this case also depends on v0 through

u2(v0).

For ν > 2 :

Using Eq. (4.28) and (4.54) here we can calculate

〈
eik̃Nc%(v0)

〉
' Exp

[
%N

(
ik̃(v0 − 〈v〉)−

k̃2

2
(v0 − 〈v〉)2

− Γ(1− ν) |k̃ν | Exp

[
iπν

2
sgn(k̃)

]
+O(k̃3)

)]
. (4.67)
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From here, the distribution of scaled variable y = N(%N)−1/ν(c − %v0 + %〈v〉) in

terms of s = (%N)1/ν k̃ and u3(v0) = 1/2 (%N)1−2/ν(v0 − 〈v〉)2 comes out as idential

to Eq. (4.30). The scaled distribution in this case also depends on v0 through u3(v0).

Figure 4.15: PDF of scaled net overtakings are plotted for tagged velocities in the
case of a Jepsen gas enclosed within a ring of size N = 128 with particle density
% = 1. The remaining velocities are taken independently from a power-law distri-
bution of exponent (a) ν = 1.5, (b) ν = 2.0, and (c) 2.5. The discrete points are
numerical simulation results, which is v0-independent at the left tail and showing
good agreements with the approximate result in Eq. (4.35) as plotted by (blue)
dashed lines.

Notably, from the above discussion it is clear that the scaled distribution remains

v0-independent in case of ν ≤ 1. It depends on v0 for ν > 1 which we have verified

from the numerical results in FIG. 4.15. Using relation between the scaled variable

y and m(t|v0) in case of ν > 1 we can find out v0-independent behavior of the left

tail in the next.

Approximate result for the left tail

Following the procedure in Sec. 4.3.3, we can calculate the behavior of the left tail

here also. For that, first we calculate the distribution of vmax for a given density

of particle % in a system of size N . Now, using Eq. (4.31), we can proceed here as

follows:

P1(vmax|%,N) =
∞∑
n=1

e−%N
(%N)n

n!
n (Fv(vmax))

n−1 ρ(vmax)

= %N ρ(vmax) Exp [−%N(1− Fv(vmax))] '
ν%N

vν+1
max

Exp

[
− %N

vνmax

]
.

(4.68a)
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Now, in terms of vmax we can approximately write the scaling variable as

y ' −(%N)−1/νvmax. (4.68b)

Finally, by following a similar procedure in Sec. 4.3.3 we can get same results

in Eq. (4.35). The obtained result is showing a good matching with simulation

result as displayed in FIG. 4.15.

Figure 4.16: PDF of scaled net overtakings c = m(t)/t are plotted at three
different times, in the case of a Jepsen gas, confined within a ring of size N = 128
with particle density % = 1 and their velocities are taken independently from a
power-law distribution of exponent (a) ν = 0.5, (b) 1.0, (c) 1.5, (d) 2.0, (e) 2.5, and
(f) 10. The discrete points are numerical simulation results which are showing good
agreements with the numerically obtained results as shown by (red) bold lines in
(a), (b), and (f). In (c), (d), and (e) we have plotted approximate results for the
left and the right tails as shown by dashed lines.
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Chapter 5

Finite-size effects on overtaking for a finite
number of interacting agents on a ring

5.1 Introduction

In Chapter 3, we have proposed and studied a simple one-dimensional (1D) model of

overtaking in the limit where the system size N is much larger than observation time

t. In this chapter we study the same problem in the limit t >> N to investigate the

finite-size effects on the statistics of the net overtaking number by a tagged agent.

For convenience, we consider our system to be periodic. We aim to investigate

all quantities of interest which we have studied in Chapter 3 including the finite-

size scaling analysis to compute the dynamical exponent associated with the tagged

dynamics.

The rest of the chapter is organized as follows. In Sec. 5.2, we outline our model of

overtaking with its dynamical rules and quantities of interest. Similar to Chapter 3,

here also we investigate three different cases depending on the dynamical rules.

First, in Sec. 5.3, we study case I followed by Case II and III in Sec. 5.4 and 5.5

respectively. After that, in Sec. 5.6, we study the finite-size scaling analysis in detail.

110



Finite-size effects on overtaking for a finite number of interacting agents on a ring

5.2 Model, Transition rule, and Quantities of in-
terest

5.2.1 The Model

Consider a 1D lattice of N sites (i = 0, 1, 2, ..., N − 1) with periodic boundary

conditions (PBC) N + i ≡ i. Initially, each site i on this lattice is occupied by

an agent. Each agent is assigned with a real scalar variable vi by drawing them

independently from an identical distribution ρ(v). Notably, this assign variable

associated with each agent characterizes the self-driven property of singly-seated

agent on that site, and for further convenience, we name this variable velocity. We

assume each agent retaining their velocity in time. With time each neighboring pair

(i, i + 1) of the left (L) and the right (R) velocities, vL and vR respectively, are

exchanged their sites at the rate r, which depends on their corresponding velocities

i.e., r ≡ r(vL, vR). Clearly, vL and vR associated with a pair are time-dependent

variables. They instantaneously take the velocities of agents seated on the respective

sites. The site exchange rule of the neighboring pair mimics overtaking. A successful

exchange of an adjacent pair increases (decreases) the net overtaking number by an

amount +1 (−1) for the left (right) agent of a selected pair as illustrated in FIG. 5.1.

Figure 5.1: Schematic of a periodic system of 24 sites with singly-seated agents
of random but constant initial velocities. As a dynamics, each neighboring pair of
the left (L) and the right (R) velocities, vL and vR respectively, exchange their sites
at the rate r(vL, vR). A successful exchange increases (decreases) the net overtaking
number by an amount +1 (−1) for the left (right) agent. The agent in red with
velocity v0 is tagged to study how the finite system-size (or the finite number of
agents) affects its net overtaking number with time.
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5.2.2 Three different dynamical rules

In this subsection, we recall three different dynamical rules in Chapter 3 which we

constructed on the bais of exchange (overtaking) rate r(vL, vR) of nearest neighboring

pairs of velocities vL and vR. From Sec. 3.2.1 we can write these three different

cases as

r(vL, vR) =


1 as case I

Θ(vL − vR) as case II

(vL − vR)Θ(vL − vR) as case III

(5.1)

where Θ(v) = 1 for v > 0 and 0 for v ≤ 0, is the Heaviside theta function.

5.2.3 Quantities of interest

In this chapter, we investigate all the quantities we have already defined in Chapter

2 in particular in the limit where time t >> N . Therefore, from Sec. 2.2.2, we

first recall our main quantity of interest, namely, the net overtaking number m(t|v0)

by a tagged agent of velocity v0 upto time t. We study its mean 〈m(t|v0)〉, vari-

ance 〈m2(t|v0)〉c, and the same two probability distributions which we have defined

in Sec. 2.2.2. The distributions are namely the conditional and the unconditional

distributions which are denoted by p(m, t|v0) and P (m, t) respectively.

Besides that, we also discuss here the finite-size scaling analysis to numerically

compute the dynamical exponent and the relevant quantities associated with it [1].

Note that, we introduced and studied this concept in Sec. 4.2.2 and 4.3.2 in the

context of the same problem in Jepsen gas on a ring.

5.3 Case I : r(vL, vR) = 1

The velocity independent stochastic updation rule makes the tracer dynamics simple

in this case. Here two bonds associated with any site or equivalently with any particle

are independently selected with the rate one. It effectively makes any tagged agent

to execute a symmetric random walk on the lattice with the left (l) and the right

(r) hopping rates pl = pr = 1. Notably, in a periodic system, the displacement of

a random walker remains unaffected by the finite system size. Hence, it yields the
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same result, which we have discussed in Sec. 3.3.

5.4 Case II : r(vL, vR) = Θ(vL − vR)

In this case an agent with a given velocity, higher than its right neighbor (or lower

than its left neighbor) can make an exchange. More importantly, all the allowed

exchanges are executed at an equal rate one. These two criteria make this process

similar to the totally asymmetric simple exclusion process (TASEP) with infinitely

many classes of particles [2–7]. But, from the viewpoint of a tagged v0, it dy-

namics becomes equivalent to the dynamics of a second class particle in TASEP

[2](see Sec. 3.4.1 for details) with the density of particle ρ+(v0). ρ+(v0) and ρ(v0)

are related through Eq. (3.2) in Sec. 3.4.1. Now, using Eq. (3.2) in the next, we

discuss the mean and the variance of m(t|v0).

5.4.1 Mean and variance of the net overtaking number

For a system of size N , excluding a 2nd class particle, the Bernoulli product measure

initial distribution of velocities implies that the probability of having n ∈ [0, N − 1]

number of particles for a given ρ+(v0) is a binomial distribution of the form

PB(n|v0, N) =

(
N − 1

n

)
ρ+(v0)n (1− ρ+(v0))N−n−1. (5.2)

For a particular n, the average speed c̄(n) is equal to the probability of having a

hole at the right-neighboring-site of v0 minus the probability of having a particle at

the left-neighboring-site of the same i.e.,

c̄(n) =
N − 1− n
N − 1

− n

N − 1
=

(
1− 2n

N − 1

)
. (5.3)

Taking average over all particle numbers, the mean speed c̄(v0) for a given v0 can

be calculated as

c̄(v0) =
N−1∑
n=0

PB(n|v0, N) c̄(n) = 1− 2ρ+(v0). (5.4)
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Notably, 〈m(t|v0)〉 = c̄(v0) t remain unchanged under the periodic boundary condi-

tion.

Now, to discuss the variance, from Chapter 3, we first recall that, on taking the

limit N → ∞ first, and then t → ∞, the variance of the net overtaking num-

ber comes out diffusive (∝ t) followed by super-diffusion (∝ t4/3) with a velocity

dependent crossover time t∗1(v0) [8] i.e.,

〈m2(t|v0)〉c ∝

t for t << t∗1(v0)

χ2/3(v0) t4/3 for t >> t∗1(v0).
(5.5)

The crossover time t∗1(v0) ∝ χ−2(v0) with χ(v0) = ρ+(v0)(1 − ρ+(v0)) [8]. Now,

using the relation ρ+(v0) =
∫∞
v0
dv ρ(v) it can be said that for v0 ∼ 〈v〉, the behavior

at finite but large time is super-diffusive as it yields t∗1(v0) ∼ O(1). On the other

hand, in the opposite limit (v0 → ±∞) t∗1(v0) → ∞, which brings out a diffusive

behavior at any finite time.

Now to discuss the variance in the opposite limit (i.e., in the limit t >> N) we first

use the result from [10,11]. Using matrix formulation Derrida et al. [10,11] calculated

the size dependent diffusivity D(n|N) of a 2nd class particle in the presence of n

number of particles within a system of size N as

D(n|N) =
2 (2N − 3)!

(2n+ 1)!(2N − 2n− 1)!

(
n!(N − n− 1)!

(N − 1)!

)2

× ((N − 5)(N − n− 1)n+ (N − 1)(2N − 1)) . (5.6)

Clearly, this expression supports two intuitive results in two extreme limits i.e.,

D(0|N) = D(N −1|N) = 1. Taking average over all particle numbers the diffusivity

D(v0|N) for a given v0 can be calculated as

D(v0|N) =
N−1∑
n=0

PB(n|v0, N) D(n|N). (5.7)

Notably, in the limit of N >> 1, we can define a new variable ρ0 = n/N . Using

the Stirling approximation x! =
√

2πx (x/e)n in Eq. (5.2) and (5.6), can be written
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as [11]

PB(ρ0, v0|N) ' 1√
2πρ0(1− ρ0)N

(
ρ+(v0)

ρ0

)ρ0N (1− ρ+(v0)

1− ρ0

)(1−ρ0)N

. (5.8)

D(ρ0|N) ' 1

4
[Nπρ0(1− ρ0)]1/2 (5.9)

Now, taking ρ0 ∈ [0 : 1] as a continuum variable we can write

D(v0|N) ' N

∫ 1

0

dρ0 PB(ρ0|v0, N) D(ρ0|N)

' N

4
√

2

∫ 1

0

dρ0

(
1− ρ+(v0)

1− ρ0

)N−Nρ0 (ρ+(v0)

ρ0

)Nρ0
' N

4
√

2

∫ 1

0

dρ0 e
Nϕ(ρ0, ρ+(v0))

(5.10a)

with

ϕ(ρ0, ρ+(v0)) = (1− ρ0) log

[
1− ρ+(v0)

1− ρ0

]
+ ρ0 log

[
ρ+(v0)

ρ0

]
. (5.10b)

By solving this integration with the method of saddle point, we can write

D(v0|N) ' 1

4

√
πN

eN ϕ(ρ∗0, ρ+(v0))√
|ϕ′′(ρ∗0, ρ+(v0))|

'
√
π

4

√
N χ(v0) (5.11)

with ϕ′(ρ∗0, ρ+(v0)) = 0 and χ(v0) = (|ϕ′′(ρ∗0, ρ+(v0))|)−1 = ρ+(v0)(1 − ρ+(v0)) at

the saddle point ρ∗0 = ρ+(v0). Now, we can say that on taking t→∞ first, and then

N → ∞, the behavior of the variance comes out linear in time i.e., 〈m2(t|v0)〉c =

D(v0|N) t. Using this relation and Eq. (5.5) we can estimate the crossover time

t∗2(v0) of size-independent super-diffusive behavior to the size-dependent diffusive

one as

t∗2(v0) ∝ N3/2χ−1/2(v0). (5.12)

Note that this size-dependent diffusivity appears only around v0 ∼ 〈v〉, because

the opposite limit (v0 → ±∞) corresponds ρ+(v0) → 0 or 1, which further yields

χ(v0) → 0, or equivalently t∗2(v0) → ∞. In this limit the behavior of 〈m2(t|v0)〉c
remains same as that of size-independent behavior which is equal to t [8]. So, in
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Figure 5.2: Discrete points are simula-
tion results, illustrating the crossover from
the system-size independent initial behav-
ior to the system-size dependent long-time
∝ t behavior, for the variance of the net
overtaking number by a tagged agent in
case II. Three different tagged velocities
v0 = 0.0, 0.75, and 1.0 are considered by
drawing the remaining velocities from a
uniform distribution over [−1 : 1] for a
periodic system of size N = 128. The
bold lines plot the analytical results which
show a good agreement with the corre-
sponding numerical results. For v0 = 0.0
and 0.75, transition from an initial anoma-
lous growth ∝ t4/3 to the long-time diffu-
sive one ∝ t is clearly noticeable, while
v0 = 1.0 shows only a linear growth ∝ t
in time, which implies a size-independent
behavior in the whole regime.

brief, we can write

〈m2(t|v0)〉c '

D(v0|N) t for v0 ∼ 〈v〉

t for v0 ∼ ±∞.
(5.13)

as shown and illustrated in FIG. 5.2.

5.4.2 Conditional Distribution

From the above discussion, it is clear that there are two different cases for which

we expect two different behaviors of the conditional distribution. These cases are

respectively v0 ∼ ±∞ and v0 ∼ 〈v〉.
In the first case, we know [8] that the the tagged v0 execute a biased random walk

with right (r) and left (l) jumping rates pr(v0) ≡ ρ+(v0) and pl(v0) ≡ 1 − ρ+(v0)

respectively. By using the fact of pr(v0) + pl(v0) = 1, an approximate result of the
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Figure 5.3: Conditional PDF of the net overtaking number m(t|v0) by a tagged
agent of velocity v0 are plotted at three different times in two different limits (a)
v → ±∞ and (b) v ∼ 〈v〉 in case II by considering a periodic system ofN = 128 sites.
To satisfy those limits we conveniently consider v0 = 1 and v0 = 0, respectively, by
drawing the remaining velocities from a uniform distribution over [−1 : 1]. In both
figures, the simulation results, denoted by points, for the PDF of the scaled net
overtaking number y ∝ (m − c̄t)/

√
t, are plotted in log-linear scale together with

the respective analytical results as denoted by the bold lines.

conditional PDF can be written as:

p(c, t|c̄) '
√

t

2π

e−t φ(c,c̄)√
|φ′′(c, c̄)|

(5.14)

with the large deviation function [9] φ(c, c̄) = c log
[

(c+
√
c2 + 1− c̄2)/(c̄+ 1)

]
+

1−
√
c2 + 1− c̄2, and |φ′′(c, c̄)| =

√
c2 + 1− c̄2. In the limit of large t, expanding c

around c̄, and then, write it in terms of a scaled variable y =
√
t(c− c̄), we can find

out the well-known Gaussian distribution of the form p(y) ' 1/
√

2π exp(−y2/2) as

verified by numerical simulation and shown in FIG. 5.3(a).

To discuss behavior of v0 ∼ 〈v〉, we first use result from ref [10]. From this

reference, we can say that the displacement distribution of a second class particle

for a given number of particles (or alternatively for a given ρ0) is Gaussian with

variance D(ρ0|N). It simply makes the distribution of p(m, t|v0) Gaussian with

the variance D(v0|N) as we verified it by the numerical simulation as shown in

FIG. 5.3(b).
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5.4.3 Unconditional Distribution

From two different results of the conditional distribution, it is quite obvious to

predict that the unconditional distribution P (c, t) also has two different behaviors.

First, we describe the behavior in the limit of t→∞. Using Eq. (5.4) and (5.13) we

can say that the speed varies at the large time as c ∼ c̄+O(t−
1
2 ). More importantly, it

remains unaffected by the finite system size. Hence, from Sec. 3.4.4 we can recall that

the variable c is random within [−1 : 1] by ignoring the fluctuations around c̄ in the

limit t→∞, as c ' c̄(v0) ' (1−2ρ+(v0)). Now, using dc/dv0 = −2ρ′+(v0) = 2ρ(v0),

we get

P (c) ' ρ(v0(c))

|dc/dv0|
' 1

2
. (5.15)

Thus, c = m(t)/t, in the limit t→∞, is uniformly distributed over [−1 : 1], for all

continuous distribution ρ(v).

Now, to get finite but large time behaviors of P (c, t), we can proceed as follows:

If we treat the tagged agent as a second class particle, then the number of particles

in the system can vary from 0 to (N − 1). For a particular v0, probability of n

number of particles present in the system is PB(n|v0, N). We denote the conditional

distribution for a given n by p(c, t|n) to write

P (c, t) =

∫ ∞
−∞

dv0 ρ(v0) p(c, t|v0) =

∫ ∞
−∞

dv0 ρ(v0)
N−1∑
n=0

PB(n|v0, N) p(c, t|n)

=
N−1∑
n=0

p(c, t|n)

∫ ∞
−∞

dv0 ρ(v0) PB(n|v0, N)

=
N−1∑
n=0

p(c, t|n)

(
N − 1

n

) ∫ ∞
−∞

dv0 ρ(v0) ρ+(v0)n (1− ρ+(v0))N−n−1

=
N−1∑
n=0

p(c, t|n)

(
N − 1

n

)∫ 1

0

dz zn (1− z)N−1−n =
1

N

N−1∑
n=0

p(c, t|n). (5.16)

In the last line we have made a variable transformation z = ρ+(v0) and used the

relation ρ+(v0) =
∫∞
v0
dv ρ(v).

First to discuss the behavior of the tails of P (c, t) we can say its contribution

comes from v0 → ±∞. In this limit, writing the Gaussian approximated solution of
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Figure 5.4: (a) PDF of the scaled net overtakings c(t) = m(t)/t are plotted at
three different times in case II by considering a periodic system of size N = 128 with
it’s initial velocities taken independently from a uniform distribution over [−1 : 1].
The discrete points are the simulation results, which at the tails of P (c, t), are
showing good agreements with the result in Eq. (5.17), as shown by the bold lines.
In (b): Simulation results of P (c, t) at t = 1000 plotted alongside the analytical
results in Eq. (5.17) and (5.18) as displayed by (red) bold line and black (dashed)
line respectively. The bulk of P (c, t) is highlighted in (c) to show it holds a good
agreement with Eq. (5.19) as plotted by (red) solid line. A dashed line of Eq. (5.17)
is also included to make a comparison.

p(c, t|n) we can proceed as follows:

P (c, t) ' 1

N

N−1∑
n=0

√
t

2π
Exp

[
− t

2
(c− c̄(n))2

]

' 1

N

√
t

2π

N−1∑
n=0

Exp

[
− t

2

(
c− 1 +

2n

N − 1

)2
]
. (5.17)

The obtained result is showing good agreements with the simulation result as shown

in FIG. 5.4(a). Notably if we consider x = n/(N − 1) a continuous variable within

[0 : 1], then we can convert the above sum into integration and calculate P (c, t) as
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follows:

P (c, t) '
(

1− 1

N

) √
t

2π

∫ 1

0

dx Exp

[
− t

2
(c− 1 + 2x)2

]
' 1

4

(
1− 1

N

) (
Erf

[√
t

2
(c+ 1)

]
− Erf

[√
t

2
(c− 1)

])
. (5.18)

Clearly, in the limit of N →∞ it yields the result of Eq. (3.17). But, for any finite

N , the conversion of the sum into integration gives rise to a clear difference as shown

in FIG. 5.4(b).

Now, to get result around the bulk, using the same argument like Eq. (5.17), we

can write

P (c, t) ' 1

N

N−1∑
n=0

√
t

2π D(n|N)
Exp

[
− t

2 D(n|N)
(c− c̄(n))2

]
(5.19)

with D(n|N) ' (πn(1 − n/N))1/2/4. Notably, this D(n|N) we get by putting

ρ = n/N in Eq. (5.9). The obtained numerical result shows a good agreement with

the data obtained from the numerical simulation as we displayed in FIG. 5.4(c).

5.5 Case III : r(vL, vR) = (vL − vR) Θ(vL − vR)

The relative velocity-dependent exchange rule, in this case, make the process com-

pletely different from the earlier one. This velocity-dependent exchange corresponds

to an infinite-species Karimipour model [12, 13] as we discussed in Chapter 3. In

the next, we derive an approximate expression of the net overtaking number by a

tagged agent.

5.5.1 The net overtaking number

In the limit of t >> N , two trajectories on the lattice intersect each other multiple

times due to the periodic boundary condition.It allows us to apply a similar formal-

ism we have already used in Sec. 4.3.1 in case of a Jepsen gas enclosed in a ring.
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First, using Eq. (4.5) we can write

m(t|v0) = mR(t|v0)−mL(t|v0) (5.20)

with mR(t|v0) and mL(t|v0), counting the number of jump events of v0 to the

right and the left upto time t respectively. Now, in a system of N given ve-

locities v0, v1,....,vN−1, we can write the average displacement of v0 and vi as(
v0 − 1

N−1

∑N−1
j=1 vj

)
t and

(
vi − 1

N−1

∑N−1
j=0
j 6=i

vj

)
t. If we denote xi as the distance

between v0 and vi at time t = 0, then, we can calculate an approximate mR(t|v0) as

follows:

mR(t|v0) '
N−1∑
i=1

I(v0 > vi)

(
v0 − 1

N−1

∑N−1
j=1 vj

)
t−
(
vi − 1

N−1

∑N−1
j=0
j 6=i

vj

)
t− xi

N

'
N−1∑
i=1

I(v0 > vi)

(
(v0 − vi)t
N − 1

− xi
N

)
. (5.21)

Following a similar procedure we can get

mL(t|v0) '
N−1∑
i=1

I(v0 < vi)

(
(vi − v0)t

N − 1
− N − xi

N

)
. (5.22)

Inserting Eq. (5.21) and (5.22) into Eq. (5.23) we finally get

m(t|v0) '

(
v0 −

1

N − 1

N−1∑
i=1

vi

)
t+O(N) ' (v0 − U) t (5.23)

in the limit of t >> N in terms of a new variable U = (N − 1)−1
∑N−1

i=1 vi.
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Figure 5.5: Discrete points are simula-
tion results, illustrating the crossover from
system-size independent initial behavior
to the system-size dependent long-time ∝
t2/N behavior, for the variance of the net
overtaking number by a tagged agent in
case II. Five different velocities are tagged
by drawing the remaining velocities from
uniform distribution within a periodic sys-
tem of size N = 128.

5.5.2 Cumulants of the net overtaking number

Using Eq. (5.23) we first see it return the mean 〈m(t|v0)〉 ' (v0−〈U〉)t ' (v0−〈v〉)t '
c̄(v0)t. Now, the variance can be calculated as

〈m2(t|v0)〉c ' 〈(v0 − U)2〉c t2 ' 〈(v0 − U)2〉 t2−

〈(v0 − U)〉2 t2 ' 〈U2〉c t2 '
1

N
〈v2〉c t2 '

σ2

N − 1
t2 (5.24)

with σ2, the variance of the initial velocity distribution. Note that this variance

becomes independent of the exact value of the tagged v0 as shown in FIG. 5.5. In

fact, we can calculate all the higher order cumulants in terms of the same of initial

velocity distribution as

〈mn(t|v0)〉c ' v0 t δn,1 +
(−1)n

(N − 1)n−1
〈vn〉c tn (5.25)

(see Sec. 4.3.2 for details).

5.5.3 Conditional and Unconditional Distributions

Compare Eq. (5.23) with Eq. (4.6), we can say that the process of overtaking by

a given v0 becomes identical to the same process in case of a Jepsen gas with uni-

formly distributed (N − 1) particles within a periodic system of size N . In the limit

N >> 1, we can expect that the results for the conditional and the unconditional
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Figure 5.6: Conditional PDF of scaled net overtakings y =
√
N/〈v2〉c(c − c̄(v0))

are plotted for a given tagged v0 in case III by considering a periodic system of 64
sites with it velocities taken independently from (a) Gaussian, (b) uniform, and (c)
exponential distributions. The symbols are obtained from the numerical simulations,
which are showing good agreements with the analytical results (Eq. (4.9) for (a) &
(b) and Eq. (4.15) for (c)) as plotted by solid lines.

distributions, in this case, come out same as that of Jepsen gas with (N − 1) ' N

particles in a system of size N . We verify these by numerical simulations and shown

in FIG. 5.6 and FIG. 5.7.

5.6 Finite-size scaling analysis and the dynamical
exponent

5.6.1 Case II

Following the definition in Eq. (4.1) with Eq. (5.12) we can say the dynamical

exponent z = 3/2 in this case. The reason of getting z = 3/2 is as follows: the

dynamics of a tagged v0 in this case is equivalent to the dynamics of a second

class particle in TASEP with density of particles ρ+(v0) (see Sec. 3.4.1). More im-

portantly, this second class particle follows the coarse-grained density fluctuation

in TASEP (see Sec. 3.4.2 and Sec. 1.4.1). This coarse-grained density fluctuation

in TASEP follows the fluctuating hydrodynamics equation (see Sec. 1.4.2) which

can be converted into KPZ equation of interface growth model [14] by a varible

transformation (see Sec. 1.4.3). It relates the dynamics of tagged v0 with the KPZ

universality class, and hence brings out z = 3/2, which characterize the correspond-

ing universality class.
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Figure 5.7: PDF of scaled net overtakings c = m(t)/t are plotted at different times
by considering a periodic system of size N = 128 in case III. Initial velocities of the
agents are taken independently from (a) Gaussian, (b) uniform, and (c) exponential
distributions. The symbols are obtained from the numerical simulations, which
are showing good agreements with analytical results (Eq. (4.38) for (a) & (b) and
Eq. (4.42) for (c)) as plotted by solid lines.

Notably, all the other exponents α, γ, δ, ξ (see Sec. 4.2.2) in this case can be written

in terms of z. First, in case of KPZ universality class it is known that α+ z = 2 [1],

i.e.,

α = 2− z. (5.26)

For γ, using the relation in Eq. (3.11) first, then by writing β = α/z for KPZ

universality class [1] we can get

γ = 2β +
1

z
=

5

z
− 2. (5.27)

Finally, by using Eq. (4.4) and ξ = γz (see Sec. 4.2.2) we can get

δ = γ − α

z
=

3

z
− 1, (5.28)

and

ξ = 5− 2z. (5.29)

In FIG. 5.8 we plot the scaling function f(u) for different system sizes. The collapse

data-points supports all the results we have shown above.
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Figure 5.8: Numerical results of the
scaling function f(u) are plotted vs u =
t/N z for five different system sizes N by
considering the tagged v0 = 0.0 in the en-
vironment of random but independently
taken velocities from a uniform distribu-
tion over [−1 : 1]. The collapse data-
points of f(u) for different N are obtained
by using the dynamical exponent z = 3/2
with α = 1/2, γ = 4/3, δ = 1, and ξ = 2.

5.6.2 Case III

In this section, first, we study a systematic transition from case II to case III to get

some cues from the earlier. Notably, we study this transition in the limit N >> t.

For that, in the next, we briefly introduce the discrete velocity distribution.

Discrete velocity distribution:

Let consider a velocity distribution of the form

ρn(v) =
n∑
j=1

pj δ (v − vj) . (5.30)

A randomly chosen velocity from this distribution can take n distinct values with

assigned probabilities. Notably, if one choose

vj = vmin +

(
j − 1

2

)
(vmax − vmin)

n
, (5.31a)

and pj =

∫ vj+1/2

vj−1/2

dv ρ(v), (5.31b)

then, ρn(v), in the limit n→∞, converges to a continuous probability distribution

ρ(v) which is bound within [vmin : vmax]. For example, here, we consider three

different ρ(v), which are namely, uniform, Gaussian, and exponential distributions.
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First, for uniform ρ(v) bound within [−1 : 1], we can get

vj = −1 +
2

n

(
j − 1

2

)
with pj =

1

n
. (5.32)

Next, to discretize the Gaussian distribution (ρ(v) = (2π)−1/2 e−v
2/2), we first bound

ρ(v) within [−vg : vg]. Notably, this finite bound yields a negligible error in the limit

vg >> 1. For vg = 4, the relative error is O(10−4). Using this approximate bound

we can calculate

vj ' −vg +
2vg
n

(
j − 1

2

)
and pj '

1

2 Erf[vg/
√

2]

×
(

Erf

[
vg√
2n

(2 + n− 2j)

]
− Erf

[
vg√
2n

(n− 2j)

])
. (5.33)

Finally, for exponential distribution (ρ(v) = e−v), instead of it exact bound [0 :∞],

if we consider it within [0 : ve], then we get

vj '
ve
n

(
j − 1

2

)
and pj ' e−jve/n

(
eve/n − 1

1− e−ve

)
. (5.34)

Notably, if one consider ve = 8, then the relative error in this case becomes O(10−4).

Now, using these ρn(v), we discuss a systematic transition from case II to case III.

Transition from case II to case III :

Let consider a tagged v0 = 〈v〉 in a periodic system of size N . All the remaining

velocities in the system are taken independently from ρn(v) of the form of Eq. (5.30).

For example, consider ρn(v) from Eq. (5.30) with pj and vj are from Eq. (5.32). In

this case, if we choose n = 2 with v0 = 0, then all the allowed transitions in the

system can be written as

v2v1 → v1v2 at rate 1,

v2v0 → v0v2 at rate 1/2,

v0v1 → v1v0 at rate 1/2.

These allowed transitions are quite similar to that of a second class particle in

TASEP (see Sec. 3.4.1). In fact, the qualitative behavior of the displacement vari-
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ance of v0, in this case, remains same as that of the second class particle in TASEP.

Moreover, with the increase of n, 〈m2(t|v0)〉c converges to the same which we ob-

tained from ρ(v). We illustrate this transition in FIG. 5.9(a).

Figure 5.9: Simulation results of the variance of the net overtaking number by
a tagged particle of velocity v0 = 0 are plotted vs. time. Excluding v0, all the
remaining velocities are chosen independently from ρn(v) of the form of Eq. (5.30)
with Eq. (5.32). In (a): We show a systematic transition from case II to case III in
a periodic system of size N = 5121. The black dotted line plots the result in case
III. In (b): we plot the same quantity for ρ(v), ρn(v) with the number of different
velocities n = 256, and the most probable configurations of ρn(v) with n = 256 in a
system of size N = 5121. In (c) and (d) we show an intermediate regime as displayed
by (black) dotted line between the limits t << N and t >> N by considering the
of system size N = 65 and N = 513 respectively. In the case of N = 513 it is clear
that the length of this intermediate regime increases with the increment of n.

Instead of ρn(v), if one initialized the system with the most probable configura-

tions of ρn(v), then also it yields the same result of 〈m2(t|v0)〉c. In the most probable

configurations, excluding the tagged v0, the number of particles with velocity vj are

pj(N − 1) in a system of size N . We plot 〈m2(t|v0)〉c with the most probable config-
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uration in FIG. 5.9(b). In case of the most probable configurations, one can simplify

U in Eq. (5.23) as

U =
1

N − 1

N−1∑
i=1

vi =
n∑
j=1

vjpj. (5.35)

In the limit of large n, as ρn(v) converges to ρ(v), we can expect
∑n

j=1 vjpj converges

to the mean of ρ(v) i.e., 〈v〉. It makes m(t|v0) ' (v0 − 〈v〉)t, a constant number

at a given time t. It also makes 〈m2(t|v0)〉c ' 0 in Eq. (5.24). More importantly,

these most probable configurations allow us to go beyond the average description of

the net overtaking number by a tagged v0, which we have given in Sec. 5.5. Hence,

from here onwards, we consider only the most probable configurations of ρn(v) to

investigate the finite-size effects in the limit of t >> N .

Conserved quantities present in the system :

In case II (or alternatively for n = 2), we already knew that there is one conserved

quantity in the system. Local fluctuations of this conserved quantity brings out t4/3

behavior of 〈m2(t|v0)〉c. Taking cues from this, we can say that for a given n, the

number of conserved quantity in the system is (n− 1). The super-diffusive behavior

in the limit of large n (or alternatively in case III) is due to the large conserved

quantities present in the system.

From the numerical simulation, we have found few important results in the limit

t >> N , which we discuss here before going to the finite-size scaling analysis. In

the limit of t >> N we obtain a diffusive behavior of 〈m2(t|v0)〉c. With the increase

of n, we can see an intermediate regime in between the limits t << N and t >> N .

More importantly, the length of this intermediate regime increases with increase of

both N and n (see in FIG. 5.9(c) and (d)). From this point, it is quite clear that this

intermediate regime appears in the limit of a large number of conserved quantities

present in the system. We have already argued that the super-diffusive behavior of

〈m2(t|v0)〉c in the limit of N → ∞ first, and then t → ∞ is due to a large number

of conserved quantities. Hence, for the finite-size scaling analysis, we focus on this

intermediate regime.

128



Finite-size effects on overtaking for a finite number of interacting agents on a ring

Figure 5.10: Simulation results of the variance 〈m2(t|v0)〉c of the net overtaking
number by a tagged particle of velocity v0 = 0 are plotted vs. time. Excluding
v0, all the remaining velocities are chosen independently from ρn(v) of the form
of Eq. (5.30) with Eq. (5.32). In (a) & (b): we compute δ ' 0.86.. and α ' 0.38
respectively by taking different system sizes with the number of different velocities
n = 1024.

Finite-size scaling analysis:

In the presence of a large number of conserved quantities, it is recently studied

by nonlinear fluctuating hydrodynamics that the dynamical exponent converges to

Golden mean value (1 +
√

5)/2 ' 1.618 [15]. Taking cues from this, we can expect

that the dynamical exponent z ' 1.618 in our case III as it results out from a

large number of conserved quantities present in the system. From the numerical

simulation we have computed α ' (3 −
√

5)/2 ' 0.382, i.e., the relation α + z = 2

[16, 17] is hold in this case (see FIG. 5.10(b)). Using the numerical simulation we

also get δ ' 0.86.. (see FIG. 5.10(a) and (b)). Now, using z, α, and δ, in Eq. (4.4)

we can compute γ = α/z+ δ ' 1.1.., and from there ξ = γz ' 1.77... The predicted

values of all these exponents by assuming Golden mean z and α + z = 2 yields a

good data collapse in computing the scaling function f(u = t/N z) which we have

displayed in FIG. 5.11.

The first point we can mention from here is the exponent γ ' 1.1... It ensures

the super-diffusive behavior of 〈m2(t|v0)〉c we obtained in Chapter 3 is power-law

in nature. As a second point, if we consider the dynamical rules as r(vL, vR) =

(vL − vR)λΘ(vL − vR) with λ > 0 instead of r(vL, vR) = (vL − vR)Θ(vL − vR) in

case III, then also we also we get good data collapse in computation of scaling

function with the same values of the exponents (see FIG. 5.11). It implies the result
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Figure 5.11: Simulation results of the scaling function f(u) are plotted vs u = t/N z

for three different system sizes by considering the tagged v0 = 〈v〉 and drawing the
remaining velocities from the most probable configurations of the discretized uniform
(a) & (d), Gaussian (b) & (e), and exponential (c) & (f) velocity distributions.
Collapsed data-points of f(u) for different system size N , supports the predicted
exponents z = (1 +

√
5)/2, α = (3−

√
5)/2, δ ' 0.86.. and γ ' 1.1.. indirectly.

is universal as it is independent of initial velocity distribution and the dynamical

rules. It arises because of large number of conserved quantities present in the system

and it is related to Golden mean z.
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Chapter 6

Conclusion

In this thesis, we have studied the phenomenon of “overtaking”, ubiquitous in self-

driven systems. To quantify, analyze and understand this phenomenon in details, we

consider different models of overtaking. Both the non-interacting and interacting

models of self-driven agents are investigated with different initial and boundary

conditions. With different dynamical rules of evolution we have investigated the

interacting systems of self-driven agents. In each model, we assumed all the particles

are moving with a certain “velocity” chosen at random from a common distribution.

We have studied the net overtaking number m(t|v0) by a tagged agent of velocity

v0 up to time t. Two different probability distributions associated with m(t|v0) are

investigated in details. They are the conditional and unconditional distributions.

Investigation of the dynamical exponent z has been done in details in the second

part of this thesis (chapter 4 and 5).

6.1 Outline of the Result

6.1.1 Chapter 2

This chapter is about studying a simple non-interacting model of self-driven agents,

namely the Jepsen gas, to get an introductory essence of overtaking statistics. We

divided this chapter into two segments depending on two different initial conditions

we consider. These conditions are the constant density and constant separation of

particles.

In case of the constant density of particles, we have found that m(t|v0) is the
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outcome of two independent Poisson process. Using this result, we have derived the

mean, variance, all the higher-order cumulants of m(t|v0), and hence the conditional

distribution p(m, t|v0). The behavior of this distribution at the tail is sensitive to v0.

However, in case of constant separation between all neighboring agents, the same

distribution comes out v0 independent.

In case of unconditional distribution, denoted by P (c = m/t, t), we have found

that it converges to the initial velocity distribution with a Galilean shift by the

mean of the velocity distribution in the limit of t → ∞. Although these results in

the asymptotic limit are the same for both cases, their approach to this behavior is

different.

6.1.2 Chapter 3

In this chapter, we consider a simple model of interacting self-driven agents on an

infinite lattice to study the statistics of m(t|v0). The model is 1D lattice with each

site occupied of singly-seated agents with their fixed but random initial velocities.

With time, each neighboring pair can exchange their sites with a specified rate that

depends on their velocities. This site exchange mimics the event of overtaking in

this system. Three different cases are considered depending on the exchange rules.

In the first case exchange of neighboring pair is independent of their velocities

and it occurs at a unit rate. In this case m(t) is nothing but the displacement of the

simple random walk on the lattice. Here we obtained m(t) ∝
√
t at large time t and

m/
√
t, in the limit t→∞, is distributed according to the Gaussian distribution.

In the next case, the left and the right velocities, vL and vR, of an adjacent pair

are exchanged their sites at the rate one if the velocity at the left is higher than

the same at the right, i.e., vL > vR. In this case, we have found the dynamics of a

tagged agent of velocity v0 is equivalent to the dynamics of a second class particle in

TASEP with the density of particle ρ+(v0). Using this mapping we have derived the

mean m(t|v0) of a tagged agent of velocity v0 grows linearly with time whereas the

corresponding variance 〈m2(t|v0)〉c shows a linear increment ∝ t followed by a super-

diffusive growth ∝ t4/3 with a velocity dependent transition time t∗1(v0). The scaled

distribution of p(m, t|v0) we have found in the limits t � t∗1(v0) and t � t∗1(v0).

In the same case, the unconditional distribution P (c, t) in the limit of t → ∞,
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is distributed uniformly on [−1 : 1] which is independent of the initial velocity

distribution. We also discuss the large time approach to this limiting behavior in

details.

In the third case, where we consider the exchange rate of a neighboring pair is

equal to their relative velocity vL−vR with the additional condition of vL > vR. The

qualitative behavior of 〈m(t|v0)〉, 〈m2(t|v0)〉c in this case, remain same as that of the

earlier case except a new super-diffusive behavior of 〈m2(t|v0)〉c observed above the

velocity dependent transition time t#1 (v0). Although the exact nature of the super-

diffusion is unclear in this case, we have seen from the numerical simulation that this

behavior and the corresponding scaling distribution is quite robust in a sense that,

that it is independent of the initial velocity distribution. In case of unconditional

distribution in the limit t → ∞, we have found it converges to the distribution of

velocity itself, with a Galilean shift by the mean velocity. The finite but large time

behavior of the same distribution is also discussed in case of four different initial

velocity distributions.

6.1.3 Chapter 4

In this chapter, we have studied how the finite size N of the system affects m(t|v0)

in the non-interacting model of the Jepen gas. We have introduced here the concept

of the dynamical exponent z in the context of our problem. This exponent yields an

approximate time-scale over which the fluctuation of m(t|v0) showing a transition

from the initial N-independent behavior to the N-dependent behavior. We divided

this chapter in two segments depending on two different ensembles of particles. In

the 1st case we fixed the number of particle in the periodic system, whereas, in the

next, this number is chosen from a Poisson distribution.

With a constant number of particles, we have derived an approximate expression

of m(t|v0). Using this result, we have calculated all the cumulants of m(t|v0). We

have found that only the mean of m(t|v0) depends on v0 and it remains same as that

of infinite system. However the variance and all the higher-order cumulants become

independent of v0, but depends on N . When the initial velocity distribution ρ(v) is

Gaussian or uniform or exponential the scaled distribution of m(t|v0) is same and

depends only on N . In case of power-law distribution, the power-law exponent also
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enters into the distribution. The distribution P (c = m/t) of a randomly chosen

agent is also investigated in all cases of ρ(v). We have found P (c) attains stationary

distribution that depends on N .

In the case when the particle number is allowed to fluctuate, we have calculated

all the cumulants of m(t|v0). Unlike the earlier case, here we have found all the

higher-order cumulants of m(t|v0) depend on v0. The scaled distribution m(t|v0) in

this case also depends on v0.

We also computed the dynamical exponent z = 1 associated with the fluctuation

of m(t|v0).

6.1.4 Chapter 5

In this chapter we have discussed the same problem of the chapter 3 with a periodic

lattice, but in a different limit where finite-size effects on m(t|v0) become relevant.

In the 1st case where the site exchange of a pair is independent of their velocities,

m(t|v0) becomes equivalent to the displacement of the simple random walker on the

lattice which never affected by the finite size of the system.

In the 2nd case where the tagged particle behaves like a second class particle in

TASEP we have calculated the mean and the variance of m(t|v0) in the limit t� N .

We find that the variance 〈m2(t|v0)〉c has two different behaviors, which depend on

v0. The first one is in the regime v0 ∼ ±∞, where v0 executes a biased random

walk on the lattice without being affected by the finite system size. On the other

hand, for v0 ∼ 〈v〉, the system size-dependence comes into the tagged dynamics

via the diffusion constant D(N |v0). In this regime, we have shown the dynamical

exponent associated with the tagged dynamics is z = 3/2, the well-known dynamical

exponent of the KPZ universality class. Moreover, these two different behaviors of

〈m2(t|v0)〉c yield the same scaled Gaussian distribution for p(m, t|v0). But it brings

out two different results in case of unconditional distribution P (c, t). The tails of

this distribution comes from v0 ∼ ±∞ whereas the bulk is from v0 ∼ 〈v〉.
In the final case, where the exchange rate is proportional to the relative velocity,

we have found by the numerical simulation that the variance of m(t|v0) follows a

linear growth at late time. In particular, in case of v0 ∼ 〈v〉, in the intermediate

regime of time, we have found that the dynamical exponent associated with the
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fluctuation of m(t|v0) is same as the golden mean. This exponent is result out from

the large number of conserved velocities present in the system and we have predicted

this exponent by taking cues from the non-linear fluctuating hydrodynamics. It also

allows us to conclude that the super-diffusive behavior 〈m2(t|v0)〉c we obtain in the

limit of N � t (in chapter 3) is power-law in nature, and it is ∝ t1.11...

6.2 Future Direction

There are several interesting open directions for future research. First and foremost

one is of course to analyze real data. Another question is whether there are other

classes, and if any, how to identify them. Third, here we have studied only a single

time property. However, one can study correlations between overtakes at different

times or the overtaking dynamics itself as a process. Here, it is somewhat assumed

that the density of agents is homogeneous in the real space, so that velocity is the

only relevant variable for overtaking. One can explore the effect of inhomogeneity

by considering a dilute case, where a finite number of sites, chosen randomly with a

given density, are not occupied by agents (equivalently, occupied by agents having

zero velocity). The model on a finite line is also of interest. In this case, there

are important end effects, and there are shock waves that start at the ends and

travel inwards, and determine the qualitative behavior in the region deep inside for

times of order of the system size. Instead of continuous distribution of velocity,

one can consider the velocities taken from the discrete velocity distribution with

the neighboring pair site exchange rate r(vL, vR) = (vL − vR)λΘ(vL − vR) with

λ ≥ 0. In the limit of a large number of conserved velocities we can study different

correlation functions in this system. For example, the density-density correlation

function of a particular species of velocity and the density-density cross-correlation

function between two different species of velocities. It will be interesting to study

the behavior of m(t|v0) in the limit of t� N with an arbitrary 0 ≤ λ ≤ 1. Changing

the number of conserved velocities from a small number (say, for example, 2) to the

large number, one can investigate how the dynamical exponent associated with the

fluctuation of m(t|v0) gradually makes a transition from z = 3/2 to z = (1 +
√

5)/2,

scaling behaviors of the distribution of m(t|v0), etc. In a nutshell these simple

models of overtaking presented in the above chapters can serve as a stepping stone
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for further research of this phenomenon.
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